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I N T R O D U C T I O N

Message From the MTS Journal Editor
Anni Vuorenkoski Dalgleish
This issue of Marine Technology Society Journal includes three papers featuring research
presented at the OCEANS ’15 MTS/IEEE conference held on October 19–22, 2015, in
Washington, DC. In addition, six papers in this issue describe recent advances covering a
range of core general topics in the field of marine technology, including papers describing con-
tributions to advances in ocean sensing technology, underwater communications systems, and
underwater platforms, as well as technology related to fixed and floating offshore structures.
In their paper, Yordanova andGriffiths address a number of challenges related to strategies
of using autonomous underwater vehicles (AUVs) for mine counter measure (MCM) appli-
cations. The authors provide an overview of methods currently used for searching, detecting,
classifying, and identifying marine mines, and propose a novel, more efficient approach uti-
lizing an adaptive network of AUVs. The paper proposes a novel multivehicle path planning
architecture resulting in reduction in mission time and cost by optimizing vehicle task allo-
cation and by adaptive scheduling of rendezvous points. The underwater environment poses
significant challenges for implementing a dynamic strategy for a network of deterministically
maneuvering vehicles; the authors include discussion on the limited range and bandwidth of
free-space underwater communication systems and also on the limited ability to coordinate
and configure positions. The simulation results presented in this paper pave a way for further
explorations into beneficial usage of networked AUVs, and although the method is particu-
larly discussed in the context of MCM missions, it can be modified and applied for other
marine sectors.
AUVs are also the topic of Randeni et al. in their paper, which also is an expanded study
based on the authors’OCEANS ’15 presentation. The paper proposes a potential solution to a
well-known and documented problem related toAUVnavigation systems. The authors provide
results from recent field experiments demonstrating and assessing the performance of a novel
nonacoustic method to resolve the near-field flow velocity components around an AUV.
In another expanded OCEANS ’15 paper, Long et al. present a theoretical analysis of the
sound propagation from a marine hydrokinetic (MHK) device. The method is coupled with
the Finite Volume Community Ocean Model with the objective of studying MHK-induced
acoustic pressure fields, which may potentially interfere withmarine mammal communication.
In situ measurement of pH is essential in geochemical analysis of seawater and is the topic
of the paper by Tan et al. The authors present a new mobile pH calibrator (MpHC), which
was deployed on theDSRVAlvin to make in situ pHmeasurements at hydrothermal vents on
March/April 2016 Volume 50 Number 2 3
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the Juan de Fuca Ridge. The paper by Jeon and Park describes the design and implemen-
tation of a micro modem for mobile underwater acoustic communications systems, where
the modem could be integrated to a small mobile node such as a biomimetic fish robot.
Luan et al. obtained long-term ocean turbulence measurements in the South China Sea
with a moored instrument. Authors present the experimental data and processing methods
to analyze the effects of a turbulence field on the platform stability, tracking flexibility, and
microscale shear spectra. In another contribution, Li et al. report the results from a theoretical
heat dissipation simulation and experimental study to assess the performance of a novel cooling
systemdesign for a junction box in a seafloor observatory network. Also in this issue, Chen et al.
propose a low-cost method for underwater cable detection based on flexible sensors, whereas
Cai et al. describe an application and verificationmethod of a deep-seaDCmotor to verify the
motor’s power loss and performance under low temperature and extreme pressure.
The Editorial Board would like to thank Jake Sobin for contributing to this issue by solicit-
ing expanded papers from OCEANS ’15 presenting authors. The Editorial Board would also
like to thank allMTSmembers who have contributed to theMTS Journal by submittingmanu-
scripts and serving as Guest Editors or reviewers. As always, the Board encourages the MTS
community to continue submitting manuscripts and proposals for future Special Editions.
hnology Society Journal



P A P E R

Rendezvous Point Technique for Multivehicle
Mine Countermeasure Operations in
Communication-Constrained Environments

A U T H O R S
Veronika Yordanova
Hugh Griffiths
University College London
A B S T R A C T

Advantages of using a multivehicle network over a single autonomous under-

water vehicle platform include extended coverage area, potential cost and time
efficiency, and more robust performance. A common issue that slows advancement
in the field is the limited available communication between the platforms. The ap-
proach we propose is based on assigning a sequence of rendezvous points (RPs)
where the vehicles can meet and exchange information. The work we present in this
paper applies principally to mine countermeasure and suggests that, despite the
disadvantage of time to allow for the vehicles to reach the RPs, there are techniques
that can minimize the losses and provide advantages such as easier coordination
and access points for operator monitoring and system modifications. The results
we present in this paper give an estimate of the reduction in loss if such an approach
is employed. We make a comparison between the RP and a benchmark case by
analyzing numerical simulations.
Keywords: rendezvous, multivehicle, mine countermeasures
do not propagate well underwater, and
therefore, acoustic transmissions are the
Introduction
There has been increased interest in
the last decade in using autonomous un-
derwater vehicles (AUVs) in a network
configuration. However, the inabil-
ity to maintain robust communication
continuously is a major constraint for
the development of such technology.
Radio frequency and optical signals

most common choice. However, there
are severe limitations in range and band-
width of the acoustic communication,
and the network operation must take
this into account (Akyildiz et al., 2005).

The approach we propose is based
on assigning dynamically a sequence
of rendezvous points (RPs) throughout
the mission, a location and time where
all agents in the network agree to meet
and the vehicles can exchange informa-
tion. This way a complete lack of con-
nection can be assumed outside of the
RP perimeter, thus providing a means
for the system to operate under severe
channel conditions. The work we pres-
ent appliesmainly tomine countermea-
sures (MCMs). This paper presents the
idea of applying RP to MCM by pro-
posing adaptive RP scheduling. The
overall goal of this new approach is to
enable an adaptive reallocation of sys-
tem resources to maximize search area
while making explicit the rule of revi-
siting all contacts on the way.

The remainder of the paper is orga-
nized as follows: Section 2 gives details
on different types of MCMs; Section 3
focuses on relevant work published re-
cently on underwater networks and au-
tonomy; Section 4 gives an overview of
theRP idea; Section 5 explains themeth-
odologies adopted for evaluating the RP
method and analyzing the suitable con-
ditions for application; Section 6 shows
simulation results; Section 7 presents the
analysis and limitations of the approach.
The last section concludes the work and
suggests future directions.
Evolution of MCMSystems
TheKorean andGulf wars are exam-

ples where effective mine warfare was
March
applied. Warships were damaged and
amphibious assaults aborted due to the
inability of the navies to counter this
asymmetric threat. Currently, the sheer
number of existing naval mines is an-
other reason to treat the problem as a
challenging and diverse task: it is esti-
mated that a million mines, of more
than 300 types, are stored by 60 navies
worldwide (this excludesU.S. weapons);
mine production exists in more than
30 countries, and export is done by
more than 20. These figures do not ac-
count for improvised explosive devices,
which are considered affordable and
relatively easy to make (Truver, 2012).
TheMCMproblem arises from the dif-
ficulty of distinguishing between the real
mines and the false alarms (FAs) due to
mine-like seafloor objects (Sariel, Balch,
& Erdogan, 2008), as well as from in-
efficient means of clearing them.
/April 2016 Volume 50 Number 2 5



Due to the large diversity of mine
types, their actuation mechanisms and
means of deployment, it is hard to iden-
tify a single best method to deal with the
problem of minefields. Currently, the
conventional MCM approaches are
sweeping and hunting. Minesweeping
is used for removing mines by causing
their detonation or capturing them.
The design of the minesweeping vessel
should be stealthy such that it does not
trigger themine itself, but instead the ex-
plosion occurs at a safe distance where
the towed body with the triggering
mechanism is. Minesweepers can also
capture the chain or cable of moored
mines, which was the predominant
mine type untilWWI, but not that com-
mon presently. The disadvantage of
using such a sweeping technique is that
there can be no assurance that the area
is clear of mines. The other commonly
employed technique, mine hunting, in-
volves prior detection and classification
before any neutralization action is
taken. This brings the advantage of pro-
viding a probabilistic evaluation of the
threat level of the area. The sensor used
to detect mines is sonar, and the ac-
quired imagery is processed by human
operators to classify any contacts that
could be actual mines. Once a decision
is made, the object can be neutralized.

However, some countermeasures
are becoming obsolete with the ad-
vancement of mine technology, and
new solutions are being sought.

In minesweeping, the acoustic and
magnetic vessel signature that would
actuate a mine is mimicked by the
minesweeper vessel in an attempt to
trigger it prematurely. This is becoming
less effective as modern mines rely on
multiple signatures, which are not al-
ways possible to simulate all together
(Truver, 2012). On the other hand,
even if we disregard for a moment the
complicatedmultiple triggeringmecha-
6 Marine Technology Society Journal
nism, the sweepingmethod does not re-
sult in any certainty that an area is mine
free (Cornish, 2003). There is the pos-
sibility that a mine did not activate even
though it detected a suitable target. The
actuation mechanism sometimes in-
volves randomized control that selects
a target from a sequence of detections
in order to avoid multiple mines being
triggered by the same contact or hit
only the first vessel from a convoy.

Mine hunting is considered more
reliable than sweeping as at the end of
the mission a level of confidence can be
reached that can be input to a decision-
making process on whether to drive a
ship or convoy through an area (Cao
& Bell, 1999). The process includes a
detection, classification, and identifica-
tion stage performed using imagery
from sonar towed by a ship. Once a
certain target is located, a neutraliza-
tion unit, usually a remotely operated
vehicle (ROV), is sent to dispose of it.
However, there are some issues with
traditional mine hunting techniques.
Mine hunting ships require design
with a minimal vessel signature so that
it does not trigger the mines in its vicin-
ity (Schwarz, 2014). The bigger issue
that remains is that no matter how
stealthy the ship is, there still needs to
be people on board to control the mis-
sion. An alternative is to use a remotely
operated vessel that is controlled from
a safe base on the shore. While this is
technology that is advancing (Benjamin
& Curcio, 2004), there is still the issue
of the sonar not being able to explore
the contacts from close proximity.
The method also relies on a single sen-
sor that makes repeated scans over the
area, which might require long mission
times. The interest in using AUVs for
mine hunting has been increasing
in the last decade, due to cumulative
work in multiple relevant fields to
allow collaboration between vehicles
and lowering the price of commercial
hardware. Recent advances that have
contributed to the area include work
in communication, navigation, locali-
zation, mapping, vehicle design, under-
water swarms, autonomy (surface and
underwater), networking, international
experiments with defense and scientific
applications, etc. (Kalwa et al., 2015;
Dugelay et al., 2015).

Another reason to adopt autono-
mous vehicles for MCM applications
is that there are still some unconven-
tional methods in use, such as sending
divers or mammals to perform the neu-
tralization and search phases. Although
not that common, these techniques
do exist. Mine neutralization methods
conducted by human divers remain the
most reliable. Mammals have more en-
durance and could be trained forMCM
purposes, and there are several existing
programs that have trained dolphins
and sea lions for such a mission. How-
ever, the issue of misunderstanding be-
tween the animal and the handler exists
during a mission. Overall, for both
humans and mammals, the major dis-
advantage is risking their lives by send-
ing them into a minefield (Brown et al.,
2012).

Using AUVs for MCM gives the
advantage of keeping all personnel
at a safe distance by allowing for auton-
omous operation. When a group of
networked vehicles is available, this
has the potential to reduce time, cost,
and efforts compared to single platforms
and current conventional methods.
Such a configuration could also intro-
duce distributed and more efficient
area coverage.
Related Work
Efforts to improve underwater sensor

network (UWSN) performance are com-
monly aimed at modem development



and network protocol design (Partan
et al., 2007; Kong et al., 2005; Cui
et al., 2006). When moving plat-
forms are the focus of the network
configuration, solutions are driven
by ideas adopted by the robotics com-
munity. Examples include adapt-
ing coordination techniques, such as
auction mechanisms (Sariel et al.,
2008; DeMarco et al., 2011). Often
such approaches do not take into ac-
count the limitations imposed by the
communication in the underwater
channel. Some methods for reducing
reliance on communication using
prediction models are also available
(Sotzing & Lane, 2010); however,
they also rely on anticipated environ-
mental conditions.

The work in this paper was devel-
opedwith the focus of adapting optimi-
zation techniques to the appropriate
application constraints. Relevant ideas
have been used for a group of net-
worked surface and underwater vehicles
to adapt their formation to the water
basin borders (Kemna et al., 2015).
The possibility of a group of vehicles
reconfiguring their positions has also
been recognized when the nodes need
to adapt to unexpected conditions or
to seek optimal placement (Braca et al.,
2014; Yilmaz et al., 2008). However,
such solutions aimed at improving au-
tonomy often discount or neglect the
issue of communication.

The idea of synchronous rendez-
vous has been recognized and adopted
for ad hoc networks of mobile autono-
mous agents (Cortes et al., 2006);
however, it is not a typical approach
for UWSN. Although it provides a
means to avoid the communication re-
striction by allowing all nodes to meet
and plan further actions, one major
drawback is that part of the resources
in the system are sacrificed to allow
the nodes to travel to the appointed
place. To reduce the lost time, these
points can be preplanned in a static se-
quence to guarantee optimality. This,
however, introduces rigidness and
lack of adaptability to external events.
Therefore, we propose a rendezvous
approach that allows dynamic online
point allocation based on the informa-
tion gathered by the vehicles and their
future goals.
RP Approach
To improve the resource usage in

the system, we consider a specific ap-
plication and scenario to measure the
loss and evaluate the significance of pa-
rameters for optimizing the RP sched-
uling. This paper looks into applying
the RP approach toMCMand the typ-
ical operation specifics are presented.
Furthermore, the loss mechanism is
explained with regards to the selected
scenario.

MCM Phases and Operation
for AUVs

A typical mine hunting operation
has five phases:
■ Search: An area is scanned formine-

like objects (MLO). To secure com-
plete coverage, often the platform is
moved in a lawnmower pattern.

■ Detection: Contact data are received
from sensors, location is recorded,
and a message of the contact and
its location is created.

■ Classification: A decision is made as
to whether an object is a mine-like or
non-mine-like. This is done by using
autonomous target recognition soft-
ware or a human operator. However,
currently this decision is not trusted
to be made autonomously.

■ Identification: This determines the
type of the mine so further neutral-
ization strategies can be employed.
Often, there is a long delay between
March
Identification and Neutralization
phases, due to the system lacking
the ability of autonomous Classifi-
cation and Identification, which
means the datafirst have to be recov-
ered and processed off-board at the
end of the searchmission and before
the neutralization phase (Brown
et al., 2012).

■ Neutralization: A mine is consid-
ered neutralized once its location
is defined so it can be avoided. In
case the platform cannot evade the
mine, other measures are adopted.
Those can include destroying
the mine, disabling its detonation
ability, or disabling its ability to
detect.
Thework in this paper is concerned

with the Search and Identify phases,
without taking into account the sensor
specifics or the autonomous target rec-
ognition restrictions. Instead, it focuses
on optimizing the collaboration be-
tween multiple platforms. The Neutral-
ize phase is excluded as often a ROV,
rather than AUV, is used to properly
guide a disabling mechanism.

A typical multivehicle MCM mis-
sion configuration includes two types
of sensor packages: Search-Classify-
Map (SCM) and Reacquire-Identify
(RI) (Freitag et al., 2005). The SCM
relies on a coarse side-scan sonar allow-
ing faster speed during the searching
phase. The RI phase makes use of a
high-resolution sensor, such as multi-
beam sonar, that collects images for final
identification and decision making.
Often these two tasks are performed
by separate vehicles. The SCMor search
vehicle follows a lawnmower pattern,
while the RI vehicle relocates the target
and further examines it.

RP Loss in MCM Scenario
The limitation of using sepa-

rate vehicles for distinct tasks is not
/April 2016 Volume 50 Number 2 7



necessarily due to hardware restric-
tions. Modern vehicles can have
multiple sensors mounted on the
same platform. However, coordinated
position and task reconfigurability of
multiple networked vehicles is still
a big issue underwater. Using RPs
throughout the mission enables com-
munication between the AUVs and
thus allows for dynamic task realloca-
tion. This can aid higher resource uti-
lization in the network. On the other
hand, there is a trade-off with the
time spent for the platforms to travel
to RP. Evaluating and minimizing
this time loss is vital for the approach
to be applicable.

In order to schedule an RP, all
vehicles in the system have to agree
on the most convenient time and
location to meet. This is done mul-
tiple times throughout the mission,
and the intervals between RPs are
adapted based on the number of con-
tacts found. We divide the RP sched-
uling into two stages: (1) select the
time and (2) select the coordinates of
the RP. To minimize the vehicle trav-
eling time toward the RP, we want
to minimize the total number of RPs
and push the next point as far in time
as possible. On the other hand, we
want to give the system nodes reg-
ular chances to adjust future strategy
and provide updates to the operator.
It is useful to define a suitable time
interval that satisfies the opposing
demands by showing when the re-
source loss becomes prohibitive for
the mission.

The resource loss per vehicle is de-
fined as the time spent by each plat-
form to travel to the RP instead of
doing mission-related task. That is,
travel time from the point when the
vehicle stops its search function and
goes to the RP. Equation 1 gives this
relation by calculating what fraction
8 Marine Technology Society Journal
of the time window between RPs is
spent for reaching the RP:

loss ¼
x

v � tRP
� 1
2

1� 1
n

� �
; n > 1

x
v � tRP

� 1
2n

; n ¼ 1

8>><
>>:

ð1Þ

where x is the width of the search area,
n is the number of vehicles (the cases
and transformations relevant to n are
explained further), v is speed, and tRP
is the time until the next RP. An im-
portant note is the reasoning behind
the choice to evaluate the loss per sin-
gle vehicle and per single RP interval.
First, a single platform loss gives flexi-
bility for reconfigurability throughout
the mission. Second, the single RP in-
terval evaluation, as opposed to total
mission time, comes from the fact
that all RP intervals vary, as they are
a function of the number and location
of contacts found during the search
phase. Therefore, the resulting loss
for adopting the RP approach will be
additive, but nevertheless each time
interval will be unique.

In order to apply Equation 1, some
assumptions are made: the area is
searched sequentially; the vehicles are
homogeneous and have the same
speed. Since the resource loss calcula-
tion is very dependent on the geom-
etry of the search area, Figure 1 gives
a graphical representation of the sce-
nario considered in this paper for
evaluating the RP approach. After de-
fining the favorable parameters for
minimizing the loss, some conclusions
can be drawn on when this approach
might not be applicable due to prohib-
itive losses.

The mission scenario considered
for the remainder of the simulations
in this paper is demining a strip near
the shore. Typically, the width would
be much smaller compared to the
length of the area. Another assumption
is that the vehicles will not be able to
cover the whole area before their batte-
ries are exhausted. The overall purpose
of the mission is to explore as much of
the area as possible, while having the
constraint of revisiting the detected
MLOs.

In Figure 1, x and y are the dimen-
sions of the searched area in the simu-
lated scenario. The red circle on the
top left side pinpoints the starting po-
sition of three available vehicles. They
are all equipped with search (side-scan
sonar) and RI (multibeam) sensors and
can perform both SCM and RI tasks.
The first RP is predefined and the
speed of the vehicles is known, so
this can give a good idea of the location
of the next meeting point as well as the
area that will be covered by each plat-
form. Since the vehicles are homoge-
neous, all three search areas will be
equal (areaveh1 = areaveh2 = areaveh3).

The right-hand side of Figure 1
gives an example of the continuation
of the mission after the first RP. At
the RP, all vehicles have shared the lo-
cation of the contacts they have en-
countered. The path and the required
time to revisit them have been calcu-
lated. A decision has been made that
one vehicle will be reallocated with
an RI task and follow all known con-
tacts (the route is drawn in red in Fig-
ure 1) and two platforms will continue
in search mode, but now with changed
area patterns.

Given the scenario from Figure 1,
the loss calculation from Equation 1
can be further clarified. Normally,
the AUVs would search in a lawn-
mower pattern, as shown in the first
vehicle’s search box (‘veh 1’, left-hand
side of Figure 1). At the time of the
RP, this will bring the AUV either at
the far or close corner of its search



box, which will define the distance and
the subsequent resource loss to the RP.
However, the simulation is not opti-
mized to always position the nodes at
the near corner. To account for this,
the function in Equation 1 is adjusted
to be proportional to the number of
vehicles performing the search phase.
The special case when n = 1 is required
as otherwise it would result in loss = 0.
The current penalty for this case re-
sembles the loss of n = 2.With this cor-
rection, the calculation always assumes
the distance between the middle point
of the platform’s search area (on the
y axis, same as where the RP is) and
the RP point (this distance is noted
on both sides of Figure 1). The distance
penalty is proportionate and increases
when increasing the number of search
platforms. The loss calculation also de-
pends on the speed of the platforms—
the faster they are, the less time is
wasted to travel to the RP. And lastly,
the time to the next RP defines what
fraction of the total time will be used
for task-related purposes and what
part will be traveling to the meeting
point.

It is obvious that the longer the
time between the rendezvous, the
smaller fraction of the time will be
lost in traveling there. On the other
hand, there is a limitation on this
time depending on how often the op-
erator would need an update from the
network. To evaluate when the loss
becomes prohibitive or to define the
minimum time for RP, we have pa-
rameterized Equation 1, and the result
is shown on Figure 2. The graph pre-
sents the loss for a group of two and
three vehicles, respectively, for differ-
ent speed values, v, and width of the
searched area, x, while the RP time in-
terval and the length of the search area
are kept constant (RP = 1 h, y = 5000m).
Then, in Figure 3, we have selected
favorable, but realistic, conditions—
3 vehicles, speed, 2 m/s and width of
2,500 m. The plot shows what per-
centage of the total time is lost if
March
we vary the time of the RP. This can
be used as a rule of thumb guidance
of the minimum time limit of the
next RP.

In the scenario we have selected in
Figure 3, RP between 1 and 2 h gives a
loss between 5% and 12% of the total
time. If this is considered unacceptable
by the operator, the time window can
be moved further in time. The calcu-
lations in the next sections adopt the
parameters used in Figure 3 (n = 3,
x = 2,500 m, v = 2 m/s) and define
an RP interval of 1 h assuming there
is no other parameter to base the deci-
sion on. The scenario from Figure 1 is
used throughout all simulations for the
remainder of the paper.
RP Scheduling
and Analysis

Defining the lower boundary for
scheduling RP is useful when there is
no other information available. How-
ever, the main advantage of the RP
approach comes from the ability to
reallocate vehicle tasks based on the
information they have gathered during
the search.

For example, if we assume the sce-
nario from Figure 1, on the right, but
without utilizing the RP technique, at
the start of the mission two vehicles
will be performing search tasks and
they will send the locations of the de-
tected MLOs to the third vehicle that
is tasked with RI. However, if there is
no prior information about what num-
ber of targets to expect, themission can
be completed with few detectedMLOs
or with a very large number. In the for-
mer case, the RI vehicle will be idle
most of the time; in the latter, the mis-
sion will be incomplete with targets
observed only with low-resolution sen-
sor. This scenario was assumed as a
benchmark case and adopted in all
FIGURE 1

Rendezvous point approach: Left—starting point to first RP. Right—example scenario between two
RPs. (Color version of figures are available online at: http://www.ingentaconnect.com/content/mts/
mtsj/2016/00000050/00000002.)
/April 2016 Volume 50 Number 2 9



simulations throughout the remainder
of this paper for comparison with the
RP approach.

A higher amount of the system re-
source could be utilized if the vehicles
are retasked adaptively according to
the number of detected contacts. Dur-
ing an RP, a decision is made whether
10 Marine Technology Society Journa
there is a need to retask a search vehicle
into an RI vehicle and vice versa based
on how many detections were made
during the previous RP interval. There-
fore, the number of detected targets or
the time it takes for the RI vehicle(s)
to revisit them is the main parameter
that decides how to utilize the avail-
l

able vehicles as well as how to schedule
the RP:

tRP ¼ f tRI þ treaquire
� �

; min;max½ � ð2Þ

where tRI is a calculation of the time
required for a single vehicle to travel
in an optimal path and visit all detected
MLOs to identify them. Additional
time for reacquiring the target locations
once the AUV is at the reported coor-
dinates and collecting high-resolution
sensory information was added by
the treaquire term. For more realistic cal-
culation, this parameter needs to be
adjusted depending on the mission
conditions and the platform sensors.
The [min, max] interval is derived by
using Equation 1 and Figure 3.

The second stage of scheduling the
next RP is the position estimation
of the vehicles at the time when they
will be advancing toward it. This cal-
culation is based on predicting the
vehicles’ positions at the next tRP,, or
the area coverage of the search AUVs.
The Areasearch parameter in Equation 3
gives the area that will be covered by
the search vehicles in the time inter-
val between RPs. This calculation is
performed during the meeting at RP,
after the following RP time is defined
by Equation 2. The position of the
search vehicles coincides with the
y-axis from Figure 1, where the RP is
positioned.

Areasearch ¼ v � sw� tRP � loss� n

ð3Þ

where v is speed of a vehicle, sw is
swath width of the vehicle’s sensor,
tRP is time until next RP, loss is the re-
source waste for traveling to RP using
Equation 1, and n is number of AUVs.
However, since all platforms are as-
sumed to be of the same type, at time
FIGURE 3

Loss of time resource (y axis) vs. total time between RP (x axis)—calculation based on Equation 1
(parameters used: n = 3; x = 2,500 m; v = 2m/s).
FIGURE 2

Loss calculation for two vehicles (lines) and three vehicles (dots): different speed values andwidth of
search area (x), fixed RP time (1 h), and fixed length of the y dimension of searched space (5,000m).



tRP, all nodes will be aligned at the
same y coordinate in the search space.
Therefore, the location of the RP is the
middle of the width of the search area
at this y coordinate, as seen in Figure 1.
Equation 3 accounts only for the posi-
tions of the search vehicles. The RI
vehicles follow the shortest path be-
tween the contacts they will be revisit-
ing and reach back to the current RP.
The advancement over the y-axis made
by the search vehicles has not been
considered for the RI vehicles.

These relations were used to
explore the gains of network re-
configurability by applying the RP
approach. The steps used in our sim-
ulation are summarized in the pseudo
code in Algorithm 1, as well as the
rule-based decision making for how
many platforms to employ search and
RI tasks.

At line 3, the first RP is predefined.
It is assumed that no prior information
is available at the start of the mission;
hence, the RP time is solely driven by
the loss calculation or given the mini-
mum value from Equation 2. The sim-
ulation runs until the mission_time
or the sum of the RP time windows
exceeds a predefined threshold. This
threshold was selected as a percentage
of typical battery capacity of an AUV
—70% of 10 h (line 7). Depending
on the selected parameters, the aver-
age resource loss and search area are
calculated (lines 8 and 9). Once all
platforms reach the first RP, they will
share information about the detected
targets. Communication at RP is as-
sumed available. The MLOs are simu-
lated by generating a random number
of targets, limited in number, and
with locations constrained within the
area that have been searched in the
time window (line 10). The shortest
path to revisit them is then calculated
(line 11).
ALGORITHM 1

Dynamic allocation of vehicle tasks and RP.

The decision making on when to schedule the next RP and howmany vehicles
to send is given between lines 12 and 30. Simple rule-based logic is used. If the
RI time falls in the interval between min_int and 2*min_int (line15), the time for
the next RP is selected as the time it will take an RI vehicle to check all targets, the
search vehicles are reduced by one and the targets in the searched area are consid-
ered identified. In case the time for the RI task exceeds the 2*min_int limit − line
20 (due to too many targets), then two vehicles are tasked to perform the RI task
and the time for the next RP is half of the RI time. The number of search vehicles is
reduced by two, and also all targets are considered identified. In the case when the
RI time is below themin_int threshold, it is better to leave the targets unidentified
until the next RP cycle. The advantage is that all vehicles will perform search rather
than one vehicle tasked with RI and then being idle for portion of the time. The
disadvantage is that, on the next cycle, when there are enough targets to identify,
the path to travel will be longer. In the next section, this trade-off is explored fur-
ther. Lines 12 and 13 ensure that the simulation will be terminated in the case that
more than two RI vehicles are required to identify the contacts from the previous
RP interval.
Results
The function fromAlgorithm 1was used in aMATLAB simulation to evaluate

the performance of the RP approach when variable numbers of MLOs are de-
tected. This assumes the case where no prior intelligence is available about the
expected number of contacts, and thus, the mission operators would be unable
to manage the resources in the system offline.

The aim of this work is to show how applying the RP method gives the op-
portunity for the system to adapt to an unexpected and varying need for retasking
the vehicles. On the other hand, a benchmark scenario was designed where the
March/April 2016 Volume 50 Number 2 11



vehicles’ functionality is predefined, as
would be the case if no autonomy was
implemented. Our expectations were
that the results would show such archi-
tecture makes the system rigid and in-
efficient. To represent this base case,
at the start of our simulated missions,
from the total of three vehicles, to
match the RP case, two AUVs were
designated to perform search and one
was tasked with identifying a detected
contact. The reason to put more vehi-
cles in search was that the objective of
the mission is to maximize the overall
search area. The advantage here is that
there is no loss introduced from regu-
larly traveling to a meeting point as
when the RP method is applied. The
benchmark case assumes that the vehi-
cles have the ability to broadcast target
locations continuously throughout the
duration of the mission with no colli-
sion or message loss.

Figure 4 shows three graphs, each
representing simulation results with
different numbers of detected targets.
At the top is a scenario with low num-
ber of targets (0–10 generated targets
per RP window), the middle graph
shows average number of targets (0–
20 per RP), and at the bottom is a
large number of simulated contacts
(0–30 per RP). The choice of target
number intervals is somewhat arbi-
trary, as this parameter is not based
on literature or experiments. Since
this variable is hard to determine, we
have adopted these intervals based
on the load that would be generated
within the assumed system resources.
Thus, each graph shows results for
100 repetitions of Algorithm 1 where
the randomization of number and loca-
tion of MLOs accounts for variability
in losses and gains in the system.

The graphs in Figure 4 show the
total area searched by the vehicles
(depicted on the y axis) throughout
12 Marine Technology Society Journa
the available mission time (shown in
minutes on the x axis). The scattered
black dots are full mission simula-
tions with the RP approach applied,
while the red dots are simulations
with designated vehicles tasks or the
benchmark case. It is essential to clarify
that the mission time per simulation
is defined by the RP approach, as de-
l

scribed in Algorithm 1 on line 7, and
then this limit is applied to the bench-
mark case, where the same input of
target distribution and number is used
to calculate the overall area searched
by this architecture. This creates a pair
of RP and benchmark case simulations
that give a comparable output as all in-
puts are the same. In Figure 4, there are
100 pairs in each graph, which allow an
evaluation of the loss or gain of apply-
ing the differentmethods, even though
multiple variables are present in the
simulations, such as number and loca-
tion of the targets, as well as mission
duration.

It can be seen on the graphs that
in all cases the red dots follow a linear
relationship—the more mission time
available, the larger area is searched.
On the other hand, the black dots are
scattered below and above this red line,
showing lower resource utilization if
they are below the red line and higher
if they are above.

As expected, in the example of
fewer targets (top graph in Figure 4),
most of the simulations show better
performance for the RP approach,
which allows for function reconfigur-
ability, compared to the case of prede-
fined tasks for the AUVs. The reason
is that the RI vehicle from the bench-
mark mission is being idle for the ma-
jority of the time, as there are not
enough targets to fill its schedule. On
the other hand, the third vehicle in the
RP simulations is performing a search
function during most of the RP win-
dows as there were not enough targets
found to justify the RI task. It can be
observed that with increasing the num-
ber of targets, the advantage of the RP
is lost due to multiple vehicles tasked
with RI throughout themission.How-
ever, in the case of a cluttered envi-
ronment with many contacts present,
the vehicles from the benchmark case
FIGURE 4

Comparison between the RP and benchmark
approaches applied to MCM mission by plot-
ting the search area gained by each method.
The three graphs show how the results change
when the number of targets increases: top
graph gives a simulation with low number of
targets (0 to 10), middle one doubles the
targets (0 to 20), and bottom graph shows a
cluttered environment (0 to 30 contacts per
RP window).



are not able to revisit all detections
as only one vehicle is tasked with RI,
and its resources are not enough. The
comparison between the two ap-
proaches in their ability to revisit and
identify the contacts has been analyzed
further in this paper, and simulation
results are available in Figure 7.

Figure 5 compares the distribu-
tion of the search resource in the RP
and benchmark case. The y axis gives
the average number of search vehicles
utilized per simulation, and the x axis
provides the simulation number.
Since the base case is constantly using
two search vehicles, regardless of the
mission circumstances, there are 100
equally spaced black dots at y = 2
for every simulation number on all
three graphs. When RP is applied,
the search platforms change their
number at every RP window depend-
ing on the available MLOs, as some-
times the RI vehicles can account for
0, 1, or 2 of the total number of ve-
hicles (Algorithm 1, lines 15–28).
Each data point from the blue lines
in Figure 5 corresponds to the aver-
age number of search vehicles utilized
throughout each simulation.

This result can be correlated with
the graphs in Figure 4, explaining the
higher search area covered in the case
when less vehicles are tasked with RI
(top graphs in both figures where less
targets are found) and thus the aver-
age search platform number is much
higher. The bottom graph in Fig-
ure 5, where the RP network of ve-
hicles had to adapt to a large number
of targets, shows that in a proportion
of the simulations less than two vehi-
cles on average were available for the
whole mission. This can explain the
majority of black scattered dots mov-
ing toward the bottom right corner
in the third graph of Figure 4. This
is the undesirable situation when more
time spent at the MCMmission yields
less area searched.

On the other hand, even in the un-
favorable event of encountering many
targets, the RP guarantees that all de-
tections are revisited. The approach
was built with this core objective in
mind and it defined a condition driv-
ing the whole decision process in Algo-
rithm 1. For the benchmark case, some
contacts were not revisited as the RI
March/A
vehicle resource would not be enough.
This is another advantage for the base
scenario, together with the unlimited
communication mentioned earlier,
which makes its results to look more
favorable. However, the objective to
provide high-resolution images of all
MLOs is violated in the benchmark
case and thus making the RP approach
show more pessimistic results than it
would in a fair comparison. The RI suc-
cess rate for both methods is further
analyzed in the next section.
Analysis
In order to give a more suitable rep-

resentation of the outcomes showing
the efficiency gains and losses of the
RP method, Figure 6 displays the
same data as used to present results in
Figure 4, but in a different format. To
achieve a better visualization to distin-
guish between the different approaches,
the benchmark case data points were
rotated and translated to coincide with
the x = 0 axis and plotted as a red line.
Then, the difference between the area
searched by using RP and benchmark
was calculated. This emphasized the
discrepancy in overall area between
the RP and base case pairs. To capture
the dynamics of this variation, these
pairs were further sorted in a descend-
ing order, which resulted in the blue
plotted line on all graphs in Figure 6.
Such result representation is easier to
evaluate by clearly differentiating how
likely it is for the RP approach to be
beneficial. Above the red line or the
zero of the y axis, the RP approach
gains additional search area even though
the vehicles waste time resource for
multiple meetings. If the blue line is
below the red one, then the simulation
instance results in a loss of search area.

In the top graph of Figure 6, show-
ing results from a search with low
FIGURE 5

Comparison between the RP and benchmark
approaches by giving the average number of
search vehicles used per mission. The graphs
show the decreasing availability of search
resource (top to bottom) in the RP case by
increasing the number of detections in the
simulations.
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number of contacts, the RP gives a sig-
nificant gain over the benchmark case
in themajority of the simulations, even
though the loss for vehicles meeting is
accounted for. It is obvious that this
is the most advantageous situation to
apply RP.

The middle graph gives the result-
ing area search difference when dou-
bling the number of targets from the
previous case. Now it is visible that
the majority of the blue line is under
14 Marine Technology Society Journa
the red line; i.e., most simulations
indicate a loss to the system when
applying the RP. However, a large
part of the simulation points fall very
near the red line. In about 40% of
the simulations, the results are within
0.2 km2 of total search area. This ac-
counts for about 3 to 4 min of a single
l

vehicles operation time, according
to Equation 1. This shows that, half
of the time, the RP approach is almost
indistinguishably as good as the
benchmark case. However, it adds the
operational advantages discussed in
Section 4 for system monitoring and
periodic data gathering.

The final graph presents a state
when there is an extensive number of
contacts simulated during the mission
and shows the expected undesirable
results from the RP approach—a lot
of resources would be spent on relocat-
ing these contacts, and this will add to
the time loss brought from the regular
meetings. In reality, most of the con-
tacts would be FAs. Environments
that are characterized by many FAs
in the vehicle sensor, such as rocky
sea bottom, are unfavorable for the
RP approach. It can be seen on the
graph that only very few data points
have the blue line above the red, and
in the majority of the cases this ap-
proach brings loss. In addition, the
loss propagates to significant difference
in search area, in the order of 1.5 km2

and above, for the 30% of the cases.
So far, only the search resource in the

system has been analyzed. Figure 7 gives
an insight how the benchmark and RP
approach spend their RI resources. The
x axis on all graphs is the simulation
number and the y axis measures the
time it would require to spend in RI
phase per mission. In order to make
the comparison clearer, the results of
the 100 repeated simulations were
sorted in a descending order. The red
line is the mission time (different for
each iteration of the algorithm). The
blue line follows the benchmark results,
and the green line follows the corre-
sponding RP results. It is clear that
the benchmark case always uses less
resources compared to when RP is ap-
plied (the blue line is always below the
FIGURE 6

Normalized and sorted simulation results
comparing the gain of search area achieved
by applying RP and base case. The top graph
gives a simulation with low number of targets
(0 to 10), middle one doubles the targets (0 to
20), and the bottom graph shows a cluttered
environment (0 to 30 contacts per RPwindow).
FIGURE 7

Normalized and sorted simulation results
comparing the time required to reacquire and
identify (RI) all detected contacts for applying
RP versus the benchmark case. The top graph
gives a simulation with a low number of tar-
gets (0 to 10), the middle one doubles the tar-
gets (0 to 20), and the bottom graph shows
a cluttered environment (0 to 30 contacts per
RP window).



green line). This comes from the fact
that the RI vehicles in the RP simula-
tions have to go back to each contact
location only after its route is defined
at the meeting point, which adds a
time overhead. On the other hand,
the benchmark case assumed perfect
communication, so the two search ve-
hicles can instantly send their contact
locations and the RI vehicle can select
the shortest path without delay.

In all the cases when the bench-
mark is above the red line or the
limit of the mission time, some con-
tacts remain unidentified, as the RI
resource is not sufficient. This is evi-
dent in the bottom graph where the
majority of the simulations result in
contacts requiring extra RI time. On
the other hand, the RP approach adap-
tively reallocates part of its resource
from search into RI, resulting in more
than one RI vehicle per mission on
average, as can be seen in Figure 5.
Therefore, all contacts are identified
by the end of the mission. This flexi-
bility gives an advantage to the RP ap-
proach that can surpass the overall loss
of time to meet and the reduced total
search area.

A disadvantage of the RP in relation
to the RI resource is that the contacts
are always revisited after a meeting
point. This results in a delayed reac-
tion, and the current simulation does
not allow for the contacts from the
last RP interval to be revisited (as the
algorithm terminates once the mission
time reaches the selected threshold—
line 7 in Algorithm 1). This is an over-
sight of the approach, but it does not
violate the conclusions made in this
paper, as both the benchmark and the
applied RP simulations disregard these
contacts. In a real MCMor experimen-
tal setting, where revisiting the contacts
is crucial, this can be easily amended
by setting the last RP interval to force
each search vehicle to perform the RI
task for its contacts before it goes
back to the mission end point. This,
however, would not contribute to the
current evaluation and was not in-
cluded in the simulations.
Conclusion and
Future Direction

This paper has presented the idea of
adaptive scheduling of RPs for MCM
application with AUVs. The benefit
of using RP is that the vehicles can
be utilized at a constant rate indepen-
dent of the number of targets detected
throughout the mission. In contrast,
when adopting a typical configuration
where the functions of search and ID
vehicles are separated from the start
of the mission, the overall time to
achieve the same result could be signif-
icantly increased if there are large num-
bers of MLOs or the ID vehicle could
be underutilized if their number is low.
The conventional approach thus be-
comes less efficient compared to the
presented RP method.

This work can be improved by
relaxing or refining some of the as-
sumptions which forced pessimistic
calculations, such as adjusting the
position of the search vehicle when
calculating the loss and the time re-
quired for reacquiring a target. An-
other important change would be
allowing different kinds of vehicles
with varying speed and sensors that
will add diversity to the simulation
and make it more realistic. Finally, re-
laxing the assumption of sequential
search allows for the use of a probabi-
listic model of selecting which area to
be given priority for exploration and
which one needs a repeated coverage.
This also calls for more sophisticated
decision making, such as using Markov
processes.
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Autonomous underwater vehicles (AUVs) use secondary velocity over ground

measurements to aid the Inertial Navigation System (INS) to avoid unbounded drift
in the point-to-point navigation solution. When operating in deep open ocean (i.e.,
in blue water—beyond the frequency-specific instrument range), the velocity mea-
surements are either based on water column velocities or completely unavailable. In
such scenarios, the velocity-relative-to-water measurements from an acoustic
Doppler current profiler (ADCP) are often used for INS aiding. ADCPs have a blank-
ing distance (typically ranging between 0.5 and 5 m) in proximity to the device in
which the flow velocity data are undetectable. Hence, water velocities used to aid the
INS solution can be significantly different from that near the vehicle and are subjected
to significant noise. Previously, the authors introduced a nonacoustic method to cal-
culate the water velocity components of a turbulent water column within the ADCP
dead zone using the AUV motion response (referred to as the WVAM method). The
current study analyzes the feasibility of incorporating the WVAMmethod within the
INS by investigating the accuracy of it at different turbulence levels of the water
column. Findings of this work demonstrate that the threshold limits of the method
can be improved in the nonlinear ranges (i.e., at low and high levels of energy);
however, by estimating a more accurate representation of vehicle hydrodynamic
coefficients, this method has proven robust in a range of tidally induced flow con-
ditions. TheWVAMmethod, in its current state, offers significant potential to make a
key contribution to blue water navigation when integrated within the vehicle’s INS.
Keywords: water column velocity, INS, autonomous underwater vehicles (AUVs),
acoustic Doppler current profilers (ADCPs), WVAM
utonomous underwater vehicles
(AUVs) are submarine robots that are
Introduction
A
able to carry out ocean sampling cam-
paigns (Curtin et al., 1993), bathymet-
ric data collections (Grasmueck et al.,
2006), and military and security exer-
cises in unstructured environments
(Paull et al., 2014). Accurate point-to-
point guidance of an AUV (i.e., naviga-
tion) as well as precise knowledge of its
position within a 3-D domain (i.e., lo-
calization) are mandatory (Paull et al.,
2014). Despite the AUVs are being
developed since the 1970s, the cur-
rent navigation and localization tech-
niques need improvement, particularly
for blue water operations (Hegrenæs&
Berglund, 2009).

Inertial navigation is one of the key
navigation techniques used by AUVs
where the rotational and translation
accelerations of the AUV are deter-
mined using the Inertial Navigation
System (INS) sensors. Inertial naviga-
tion is most effective when the acceler-
ation solution from the INS is aided
with the velocity over ground mea-
surements from a bottom-tracking
March/A
Doppler Velocity Logger (DVL) or a
GPS. An INS determines the position,
velocity, and orientation of the vehicle
using the data from inertial measure-
ment units (IMUs) relative to iner-
tial space. Due to inherent errors, the
INS navigation solution will have an
unbounded drift unless counteracted
with the speed over ground velocity
estimates (Hegrenæs & Hallingstad,
2011). The DVL bottom track, where
the velocity relative to the ground is de-
termined from the Doppler frequency
pril 2016 Volume 50 Number 2 17



shift of soundwaves reflected off the
seabed, is commonly used for this pur-
pose. This technology is limited by
frequency-specific penetration of tens
to hundreds of meters through the
water column (Hegrenaes et al., 2008).

In blue water, specifically during
deep descents/ascents, operating in
the mid-water zone and over rough
bathymetry, DVL bottom track data
may be intermittently or completely
unavailable (Hegrenaes et al., 2008).
In such cases, as illustrated in Figures 1a
and 1b, an alternative approach is to
use the DVL water-tracking mode,
that is, acoustic Doppler current pro-
filer (ADCP) mode, in conjunction
with a real-time current estimation
methods to aid the INS navigation so-
18 Marine Technology Society Journa
lution (Hegrenæs & Berglund, 2009).
This method has proven to produce
better navigation solutions and less
free inertial drift compared to systems
utilizing INS alone; however, they are
inherently susceptible to instrument
noise (Hegrenæs & Berglund, 2009).

In addition to instrument noise,
ADCPs or water-tracking DVLs have
a blanking distance (i.e., a dead zone)
in proximity to the device in which the
flow velocity data remain unresolved
(Simpson, 2001). The blanking dis-
tance can typically span from 0.5 to
5 m from the vehicle depending on the
sampling frequency and selected bin
size of the instrument (see Figure 1a).
Therefore, the water velocity used
to aid the INS navigation is at least
l

0.5 m and sometimes even up to 5 m
from the vehicle resulting in an uncer-
tainty of the water velocity near the ve-
hicle. This can induce error and cause
adverse effects on the navigation and
localization solutions.

The authors previously introduced
a nonacoustic method to calculate the
water velocity components of a tur-
bulent water column using the AUV
motion response without the aid of
an ADCP referred to as the WVAM
method (Randeni et al., 2015b). In
this method, the water velocities are
determined by comparing the motion
response of the vehicle when operating
within turbulent and calm water en-
vironments. A key advantage of the
WVAM method is that it is able to es-
timate the flow velocities at the vehi-
cle’s center of buoyancy; however,
the authors indicated that the accuracy
of the WVAM method might vary
with the intensity of the measuring ve-
locity components (Randeni et al.,
2015b). That is, the precision of the
water velocity measurements from a
highly turbulent environment with rel-
atively large velocities may be different
than those of low turbulence con-
ditions with lower velocities. The re-
maining unanswered question was
whether the WVAM method is able
tomeasure low and high flow velocities
that are likely to be encountered in
blue water conditions.

In this context, the current work was
conducted as a feasibility study to find
the threshold limits by investigating
the variation of the WVAM method’s
accuracy in varying turbulence levels
in the water column through field de-
ployments in a river estuary that exhib-
its strong tidal currents up to 2 m s−1.
The uncertainty of the method was cal-
culated based on a direct comparison
with velocity measurements obtained
from the AUV’s ADCP at different
FIGURE 1

(a) An AUV descending to a test site in blue water where the bottom track velocities of the vehicle
are unavailable to the INS since the DVL beam span is unable to reach the seabed. (b) DVL is
incapable of providing continuous bottom-track velocity measurements when traveling over
rough bathymetry.



stages within the tidal cycle. Additional
steps to improve the applicability of the
WVAM method for blue water navi-
gation are also discussed.
Methodology
Instruments

A Gavia -c lass modular AUV
was used to test the WVAM method
(Randeni et al., 2015a), with the vehi-
cle configured to an overall length of
2.7 m, diameter of 0.2 m, and a dry
weight in air of approximately 70 kg
(see Figure 2a). The modularized vehi-
cle in the tested configuration consisted
of a nose cone, battery, GeoSwath inter-
ferometric sonar, 1,200-kHz Teledyne
RDI ADCP/DVL, Kearfott T24 INS,
and control and propulsion modules,
as shown in Figure 2b. The ADCP
module of the AUV included two
4-beam ADCPs arranged in a vertical
plane to make both upward- and
downward-oriented velocity measure-
ments (see Figure 2c). The ADCPs
were set to profile the 9.94 m of water
column in 0.5-m range bins so that the
three directional water velocity compo-
nents in the vehicle’s body-fixed coor-
dinate system are measured in each
bin. Adjacent to the transducers (both
above and below), there was a blank-
ing distance of 0.44 m, as shown in
Figure 2c. The maximum uncertainty
margin of the DVL in measuring the
speeds over ground is ±0.03 m s−1

(Hildebrandt & Hilljegerdes, 2010).
The Kearfott T24 INS together

with the ADCP/DVL module mea-
sured the orientation, velocities in 6 de-
grees of freedom (6 DOFs), and the
position of the AUV. The depth of
the vehicle was obtained from the pres-
sure sensor on-board the AUV. These
sensor measurements were recorded
in the vehicle log at a frequency of
0.87 Hz. The percentage uncertainty
March/A
of the pressure sensor is 0.1% giving
a depth rate uncertainty margin of
±1.0 × 10−4 m s−1 (Hildebrandt &
Hilljegerdes, 2010). The respective
uncertainties of the INS in providing
the pitch and yaw rates of the AUV
are ±7.96 × 10−5 rad s−1 and ±1.60 ×
10−4 rad s−1.

Site Description
The objective of this study was

to determine the accuracy of the
WVAMmethod in different flow con-
ditions in order to assess the feasibil-
ity of using the method for blue water
AUV navigation. To achieve this, the
WVAM method was tested in the
Tamar estuary near the Batman Bridge
(see Figures 3a and 3b), located in
Tasmania, Australia. Due to the prox-
imity to the open sea and the flow con-
striction of the river bed, the Tamar
estuary exhibits strong tidal currents
with maximum flow velocities of up
to 2.5 m s−1 (see Figure 3c).

Nine AUV runs were conducted
along the track line shown inFigure 3b.
The first five were conducted on April
14, 2015, and the last four were con-
ducted on April 15, 2015. Runs 1–3
and 6–9 were conducted during slack
water as shown in the tidal curve
given in Figure 4. The velocity of the
tidal currents during the first runs on
each day (i.e., Runs 1 and 6) was ap-
proximately 0.25 m s−1. Due to the de-
velopment of the strong flood tide, the
flow speeds increased rapidly during
the subsequent runs on each day.
Runs 4 and 5 were carried out at par-
tially and fully developed flood tide
conditions with strong tidal currents
(around 2 m s−1).

WVAM Method
For the WVAM method (Randeni

et al., 2015a, 2015b), the AUV needs
to undergo a straight line, constant
FIGURE 2

(a) Omarama Primary School (Lake Ohau, New Zealand) students inspecting the Gavia, the mod-
ular AUV that was utilized to test theWVAMmethod; (b) the tested configuration of the vehicle; and
(c) the body-fixed coordinate system (origin at the center of buoyancy—marked by the circle)
showing the ADCP beam geometry.
pril 2016 Volume 50 Number 2 19



depth trajectory through the region
where the water column velocities are
to be measured. Typically, when an
AUV is operating in an environment
with fluctuating water velocities, the
forces and moments induced by these
velocities can interrupt the control sta-
20 Marine Technology Society Journa
bility and change the vehicle speed,
depth, pitch, and yaw angles from
the desired values. In order to compen-
sate for such changes in performance,
the vehicle’s control system adjusts
the revolution speed of the propeller
and the angles of the four control sur-
l

faces. In response to these adjustments,
the motion of the AUV will change in
order to return the AUV to the pre-
scribed mission track unless the pro-
peller and the control surfaces are
unable to compensate for the external
forces (Kim & Ura, 2003).

TheWVAMmethod uses the com-
pensation commands given by the vehi-
cle’s control system to the propulsion
motor and control surfaces as recorded
in the vehicle log and executes these
commands within a simulation model
representing a calmwater environment.
Since there are no disturbing forces due
to flow variations in calm water condi-
tions, the simulated vehicle motion will
be different than the actual motion.
The difference between the twomotion
responses provides an estimation of the
absolute water column velocities in the
body-fixed coordinate system.

Equation 1 gives a generalized form
of the water velocity calculation used
within the WVAM method:

v⇀water tð Þ ¼ v⇀AUV turbulentð Þ tð Þ � v⇀AUV calmð Þ tð Þ
ð1Þ

where v⇀water is the velocity component of
the surroundingwater column relative to
the earth in the body-fixed coordinate
system (see Figure 2c), v⇀AUV turbulentð Þ
is the velocity component of the
AUV observed in the turbulent envi-
ronment, and v⇀AUV calmð Þ is the velocity
component obtained from the calm
water simulation when the control
commands recorded during the field
tests were simulated. Subscript t in-
dicates the time step. To estimate the
water velocity component along the
x, y, and z axes, v⇀ is replaced with
the surge, sway, and heave velocity
components (i.e., u, v, and w) of the
vehicle in the body-fixed frame of ref-
erence, respectively.
FIGURE 3

(a) The experimental field site in Tasmania, Australia (inset). (b) The Tamar estuary with a bidirec-
tional arrow representing the AUV track. (c) Due to the proximity to the open sea and the flow
constriction of the river bed, the site exhibited strong tidal currents.
FIGURE 4

The water level relative to the mean sea level (MSL) observed on April 14 and 15, 2015, with the
periods that the AUV runs were conducted indicated by filled diamond markers.



Simulation Model and
Hydrodynamic Coefficients

The simulation model of the Gavia
AUV was developed to reproduce
the vehicle’s trajectory within a calm
water environment in response to the
time series of the control commands.
It requires an accurate approximation
of the associated hydrodynamic coef-
ficients (i.e., a representation of the
forces and moments acting on the ve-
hicle at different orientations, veloci-
ties) to adequately predict the motion
of the AUV. Generally, the forces and
moments acting on submerged bodies
in 6 DOFs are highly nonlinear (Lewis,
1988). For example, the vertical hydro-
dynamic force acting on an AUV var-
ies linearly with its pitch angle up to
a value of around ±8°, beyond which
it becomes nonlinear (Randeni et al.,
2015a). Similar threshold values exist
for other hydrodynamic forces and
moments transiting between their re-
spective linear and nonlinear rangers.
Therefore, the hydrodynamic coeffi-
cients estimated for the linear ranges
are only valid up to a certain threshold
value (Lewis, 1988).

During the initial development of
the WVAM method, a basic curve fit-
ting method was utilized to determine
the hydrodynamic coefficients due to
its relative simplicity (Randeni et al.,
2015a). The coefficients obtained from
this method were limited to small angles
of incidence (i.e., generally below 8°) re-
stricting them to the linear range.When
an AUV operates in turbulent environ-
ments, its pitch and yaw angles typically
fluctuate around the baseline values.
The magnitude of these fluctuations in-
creases with increasing levels of turbu-
lence due to the inability of the AUV ’s
control system to compensate for the
severe disturbance forces (Kim & Ura,
2003). Therefore, in extremely turbu-
lent water columns, these fluctuation
angles will be greater than ±8°. Thus,
a simulation model that is limited to
linear hydrodynamics data is unable
to adequately replicate the motion of
the vehicle in extreme environments.
Results and Discussion
Validation of the WVAM Method

Figures 5a, 5c, and 5e illustrate the
variations of the ADCP-measured
March/A
water velocity components (i.e., veloc-
ities in x, y, and z directions, respec-
tively) with the vertical distance from
the AUV. Figures 5b, 5d, and 5f pres-
ent the respective flow velocity com-
ponents estimated with the WVAM
method. The velocity data shown in
Figure 5 were recorded during Run 1
(i.e., when the AUV was moving
with the predominant tidal currents).
As seen, theWVAM velocity estimates
FIGURE 5

Panels a, c, and e illustrate the ADCP-measured variations of the water column velocity components in
x, y, and z directions (respectively)with the vertical distance from theAUV. The respectiveflowvelocity
components estimated by the WVAM method are presented in Panels b, d, and f. The illustrated ve-
locity data were obtained from Run 1 when the AUVwas moving with the predominant tidal currents.
pril 2016 Volume 50 Number 2 21



well correlate with the ADCP measurements, especially around the bins closer to
the vehicle.

The uncertainty of the water velocity measurements from theWVAMmethod
compared to the ADCP results was quantified using Equation 2 that approximates
the standard error (SE) with a percentage confidence of 99.7% (Devore, 2011).

SE ¼ 3ffiffiffi
n

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
t¼1

vwater ADCPð Þ � vwater WVAMð Þ
� �2

n

vuuut
ð2Þ

where vwater ADCPð Þ is the water velocity measured using the ADCP, vwater WVAMð Þ is
the water velocity calculated using the WVAM method, and n is the number of
time steps. The SEs for the velocity components in the x, y, and z directions for the
first run were ±0.068, ±0.017, and ±0.045 m s−1, respectively. These numbers
represent the difference between WVAM and ADCP velocity predictions in
each of the three directions, with the greatest error seen in the x direction.

It is evident from these plots that the WVAM method provides a good repli-
cation of the flow velocities measured using the onboard ADCP. Since the vehicle
was moving with the predominant tidal flow direction, a positive water velocity
along the x direction is seen in Figures 6a and 6b. The negative water velocity
component in the y direction (Figures 6c and 6d) indicates that the transverse
flow direction is from northeast side to southwest. Although the transverse
water velocity does not follow the ADCP velocity trend for some periods, the
averaged velocities are in favorable agreement. However, further studies will be
conducted to investigate the reasons for this. The best replica between the
WVAM and ADCP velocities is seen in the vertical velocity component. The larg-
est mismatches in the vertical velocities are seen at the peaks. The hydrodynamic
coefficients of the simulation model estimated using the basic system identifica-
tion method were only valid for small angles of incidence of the vehicle, where the
coefficients are in their linear ranges. Therefore, as the yaw and pitch angle fluc-
tuations become larger, the accuracy of the simulation model decreases, adversely
affecting the WVAM velocity prediction (Randeni et al., 2015a). The disparity at
peaks of the vertical velocity component is due to the hydrodynamic coefficients
exceeding their linear ranges causing a reduction in the accuracy of the simulation
model.

A recent study (Green, 2015) compared the water velocity measurements ob-
tained from theGavia AUV ’s onboard ADCP with a stationary ADCPmoored to
the seabed. This investigation was carried out in the same test location (i.e., Tamar
estuary) with the sameGavia-class AUV as used in this study. Green (2015) found
very good agreements between the AUV-mounted and stationary ADCPmeasure-
ments. In addition, the stationary ADCP data set was used to validate estimates
with theWVAM for a period when the AUVwas in close proximity to themoored
ADCP. Similar to the findings from the AUV-ADCP and stationary ADCP com-
parison, the velocities between WVAM and stationary ADCP showed a good
agreement with differences of 0.05, 0.08, and 0.01m s−1 for the respective velocity
components in the x, y, and z directions (see Figure 6).
22 Marine Technology Society Journal
Accuracy of the WVAM Method
With the Level of Turbulence

Runs 1–3 and 6–9 were conducted
in lower turbulent environments, with
a vertical water velocity range of around
−1 to 1 m s−1 compared to the Runs 4
and 5, which were at vertical water ve-
locity range of −2 to 0.5 m s−1. Due
to the developing flood tide, the level
of turbulence increased gradually
with each run. The averaged fluctua-
tions of the vehicle’s yaw angle, pitch
angle, and surge speed from the tar-
get values are given in Table 1. If the
AUV ’s control system is capable of
guiding the vehicle accurately along
the prescribed path in turbulent envi-
ronments, these values would be close
to zero. As seen from Table 1, the fluc-
tuations have raised with the increas-
ing level of turbulence.

The SEs of the WVAM water
velocity predictions compared to the
ADCP measurements for each run
are presented in Table 1 and Figure 7.
FIGURE 6

Comparison of the horizontal water velocities
obtained from the WVAM method, stationary
ADCP, and the AUV-fixed ADCP; modified
from Green (2015).



The uncertainties of the vertical and
transverse water velocity estimates
increase with the averaged fluctua-
tions of the pitch and yaw angles, re-
spectively. For example, in Run 2, the
averaged deviation of the yaw angle is
around ±17°, and the SE of the trans-
verse velocity prediction is much larger
than for Run 1 (i.e., 0.153 m s−1).
Run 1 has a smaller deviation of the
yaw angle of around ±1.5°, which re-
sults in a much smaller uncertainty in
the vicinity of 0.017 m s−1. A similar
outcome is seen in the vertical water
velocity component. In Run 9, the
averaged deviation of the pitch angle
is ±7.5° giving an SE in the vertical
water velocity prediction of around
0.1 m s−1. However, in Run 6, the
deviation of the pitch angle is compar-
atively lower at ±3.1° resulting in a
smaller SE for the velocity of around
0.05 m s−1. Although the tides were
not fully developed during the Runs 2
and 8, the yaw angle deviations are rel-
atively higher. This could be as a result
of a strong crosscurrent acting on the
vehicle at the particular water height.
March/A
Generally, an SE between theADCP
andWVAM that results up to 0.1 m s−1

is acceptable as the uncertainty of the
measurements from an AUV-mounted
ADCP is of similar magnitude (Fong
& Jones, 2006). The threshold aver-
aged deviation of the pitch and yaw
angles that provide the water column
velocities with an SE below 0.1 m s−1

is around 7°–8°. Above this threshold
angle, the hydrodynamic coefficients
usually become nonlinear. The hydro-
dynamic coefficients estimated for the
simulation model using the curve fit-
ting method are only valid for small
angles of incidence of the vehicle,
that is, when the coefficients are in
the linear range (Randeni et al., 2015b).
Therefore, when the pitch and yaw
angles are above the linear range, the
accuracy of the simulation model
decreases, and the uncertainty of the
vertical and transverse water veloc-
ity components obtained from the
WVAM method increases. Hence,
the WVAM method, in its current
state, is less accurate in determining
transverse and vertical water velocities
in high turbulent environments.
TABLE 1

SEs of the water velocity components determined from the WVAM method compared to the onboard ADCP measurements and the associated
averaged deviations for the prescribed parameters.
Run Number
SE
 Averaged Deviation From the Prescribed Value
u
 v
 w

Yaw Angle
(Degrees)
Pitch Angle
(Degrees)
pril 2016 Volume 50
Surge Speed
(ms−1)
1
 0.068
 0.017
 0.045
 ±1.5
 ±3.6
 ±0.2
2
 0.029
 0.153
 0.075
 ±17.4
 ±7.1
 ±0.6
3
 0.041
 0.095
 0.108
 ±3.5
 ±7.5
 ±0.7
4
 0.063
 0.061
 0.241
 ±2.8
 ±9.2
 ±1.6
5
 0.035
 0.079
 0.191
 ±5.6
 ±9.7
 ±1.6
6
 0.042
 0.063
 0.052
 ±3.1
 ±3.1
 ±0.1
7
 0.048
 0.058
 0.067
 ±2.6
 ±6.4
 ±0.3
8
 0.025
 0.104
 0.092
 ±14.5
 ±7.4
 ±0.4
9
 0.054
 0.082
 0.097
 ±5.8
 ±7.5
 ±0.6
FIGURE 7

The variations of the WVAM method’s SEs with the averaged fluctuations of the vehicle surge
speed and yaw and pitch angles from the prescribed values. The water velocity components in
x, y, and z directions correspond with the surge speed, yaw angle, and pitch angle, respectively.
Number 2 23



The accuracy of the water velocity
component in the x direction remains
generally the same for all the runs re-
gardless of the averaged fluctuations
of the surge speed (see Figure 7). During
the development of the simulation
model, the hydrodynamic coefficients
dominating the motion in the x direc-
tion were estimated for a propeller
speed range of 525–825 RPM (i.e.,
an approximate vehicle speed range
of 1.43 to 2.46 m s−1 in a calm water
environment). During this study, the
AUV field runs were conducted at
700 RPM providing a mean forward
speed of around 2.04 m s−1 in calm
water conditions with a standard devi-
ation of 0.01 m s−1. The observed
speed during the runs varied as much
as ±1.6 m s−1 from the calm water
speed of 2.04 m s−1, especially during
Runs 5 and 6 due to the strong drag on
the vehicle imparted by the strong tidal
currents. Although the actual vehicle
speed deviated from the simulated
speed, the prescribed propeller speed
of 700 RPM provides a calm water
simulated speed of around 2.04 m s−1,
which is within the identified forward
speed range of 1.43–2.46m s−1. There-
fore, the simulationmodel provided an
accurate representation of the forward
speed of the AUV in calm water. It can
thus be concluded that the SE results
between the WVAM and ADCP in
the x direction generally remained un-
related to the turbulence level of the
water column.

Applicability of the
WVAM Method for Blue
Water Navigation

The outcome of the above analysis
shows that the WVAM method cap-
tures the water velocity up to around
1–1.5 m s−1 with an acceptable accura-
cy. Therefore, it can be used to aid the
INS navigation solution for the situa-
24 Marine Technology Society Journa
tions discussed in Figure 1 without fur-
ther improvements. However, the
threshold of the WVAM method in
measuring velocity components in
the y and z directions can be improved
for higher turbulent environments by a
more accurate estimation of the vehicle
hydrodynamic coefficients within
their linear as well as nonlinear ranges.
Captive model experiments and com-
putational fluid dynamic (CFD) simu-
lations are capable of determining the
nonlinear hydrodynamic coefficients
of AUVs with a greater accuracy; albeit
the associated experimental costs and
the computational times are higher
(Randeni et al., 2015c). The coeffi-
cients obtained from such methods
are only valid for the vehicle configura-
tion that was tested during the experi-
ments. However, the arrangements of
modular AUVs change with the mis-
sion and addition/removal of payloads
occurs frequently. As it is not feasible
to conduct cost-intensive experiments
and simulations for each alteration, es-
timating the nonlinear hydrodynamic
coefficients using a system identification
method such as least squres optimiza-
tion is more suitable (Ljung, 1998).

Ascend and Descend Parallel
to Sea Currents

Gavia-class AUVs are under-
actuated vehicles (i.e., they have a
lower number of actuators than the
vehicle’s DOF). Its actuator control is
limited to the surge speed, roll angle,
pitch angle, and yaw angle of the vehi-
cle. Depth and transverse displacement
is obtained by changing the pitch and
yaw angles, respectively. Generally, un-
deractuated underwater vehicles are dif-
ficult to control when external forces
such as currents are acting parallel to
the underactuated directions (Aguiar
& Pascoal, 2007). For example, the
control system of theGaviaAUV strug-
l

gles to maintain the trajectory when
crosscurrents are acting perpendicular
to the AUV ’s motion.

In such situations, the vehicle tends
to oscillate, resulting in higher unbound
drifts in the INS navigation solution
compared to normal operations, unless
properly counteracted with the velocity
over ground measurements from the
DVL bottom track. These drift fluc-
tuations are considerably less when the
vehicle is traveling in line with the cur-
rents (i.e., currents are acting along the
x axis of the AUV). A positive outcome
of this study is that water column veloc-
ities in x direction obtained from the
WVAM method were accurate for all
turbulence levels present during the
field campaign in the Tamar estuary.
The results suggest that deep water as-
cents and descents should be carried
out with the vehicle in line with the cur-
rents to improve the accuracy of the
WVAM-INS navigation solution (i.e.,
as seen in Figure 5, the accuracy is high-
er in the flow measurements along the
x direction compared to y direction),
although this may be challenging
in unknown environments. Occasion-
ally, a reconnaissance mission may be
conducted over the test site prior to
the deep dive to ensure the safety of
the vehicle and to adjust instrument
settings, for instance, sonar parameters
of the multibeam unit. In such cases,
the main flow direction could be sim-
ply and accurately determined using
the WVAM method during this mis-
sion, and an algorithm can be created
to autonomously decide the direction
of ascent/descent.

Velocity Overground
Measurements for the
WVAM Method

During the vehicle operations out-
lined in Figure 1, continuous velocity
measurements of the AUV relative to



the ground are not obtainable from
DVL bottom tracking to assist the
INS navigation solution. Therefore,
the INS could be aided with velocity
estimates from secondary instruments
or methods, although this does not
represent typical operations. An accu-
rate simulation model is able to predict
the vehicle velocities in real time when
the control commands of the AUV are
provided (Hegrenæs & Hallingstad,
2011). The hydrodynamic coefficients
of simulation models generally repre-
sent the calm water operational condi-
tion of the AUV. Therefore, vehicle
drift resulting from currents in the
water column will not be included in
the velocity predictions, causing in-
accuracies in the AUV position esti-
mated by the INS (Augenstein &
Rock, 2008; Hegrenæs & Berglund,
2009). The results discussed in the
above sections show that the WVAM
method could be successfully utilized
to determine the water column veloci-
ties that can be used in conjunction
withmodel-predicted vehicle velocities
to aid the INS navigation solution.

A disadvantage of the WVAM
method is that it requires an estimation
of the vehicle velocity relative to the
ground in order to measure the water
column velocities. The position and
velocity estimates of the vehicle can be
determined using acoustic transponders
(i.e., ultra short baseline or long base-
line), albeit with an infrequent update
rate. The intermittent velocity updates
from the transponders will be used for
theWVAM to determine the water col-
umn velocities, and the estimated flow
measurements will then be assumed to
remain constant until the next reliable
velocity update is received.

As an alternative to the velocity es-
timates from acoustic transponders,
the velocity of the AUV relative to
the ground can be computed in a prop-
agative manner starting from the initial
measurements taken at the beginning
of the process when DVL bottom
track or GPS data are available. That
is, the initial vehicle velocity measure-
ments will be used to determine the
water column velocities using the
WVAM method and will be used in
conjunction with the velocities pre-
dicted from the simulation model to
recalculate the vehicle velocities rela-
tive to the ground. The initially mea-
sured and calculated vehicle velocities
will be compared, and, if the correla-
tion is satisfied, the computation will
be iteratively updated by obtaining
the velocity solution of the current
time stamp using the previous time
stamp’s velocity information. How-
ever, further measures should be taken
to reduce the error accumulation. The
INS navigation solution is more robust
and less prone to errors when velocity
overground readings from various sen-
sors and estimates are considered, for
example, by using a Kalman filter,
since the signal outputs from indi-
vidual sensors can be discontinuous
(Hegrenæs & Hallingstad, 2011).
Thus, the INS aidedwith the vehicle ve-
locity estimates determined from the
proposed method is expected to pro-
vide a better localization performance.
Conclusions
The WVAM method is a non-

acoustic technique to determine the
water velocity components of a tur-
bulent water column using the motion
response of an AUV. The accuracy of
the WVAM method was examined
at different turbulence levels of the
water column. Nine AUV runs were
conducted along the same track line
at different times in the tidal cycle
in the Tamar estuary in Tasmania,
Australia. Typically, when an AUV
March/A
undertakes missions in rough water
environments, the pitch and yaw an-
gles of the vehicle fluctuate around
the target values due to the inability
of the AUV’s dynamic controller to
adequately compensate for the external
disturbing forces. The greater the tur-
bulence level of the water, the larger
the fluctuations. The estimated water
velocity components in the y and z di-
rections using the WVAM method
agreed well with the experimental mea-
surements obtained from the AUV ’s
onboard ADCP for low turbulent con-
ditions (with a vertical water veloc-
ity range of around −1 to +1 m s−1),
where the averaged deviations of the
vehicle’s pitch and yaw angles are
below 7°–8°. The correlation reduced
when the averaged deviations were
above 7°–8°. The accuracy of the water
velocity component in the x direction
remained generally the same for all the
runs regardless of the turbulence level
of the water column.

The hydrodynamic coefficients for
the simulation model utilized in the
WVAM method were determined
using a curve fitting technique. These
estimated coefficients were only valid
for small angles of incidence of the ve-
hicle, where the coefficients are within
their linear range. Therefore, as the
pitch and yaw angle fluctuations be-
come larger, the accuracy of the sim-
ulation model decreases adversely
affecting the prediction of the vertical
and transverse water velocity com-
ponents obtained from the WVAM
method. During the AUV missions,
the vehicle speed remained within the
identified forward speed range of
1.43–2.46 m s−1. Therefore, the simu-
lation model was able to provide an ac-
curate prediction of the forward speed
of the vehicle enabling the WVAM
method to accurately determine the
water velocities in the x direction.
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The WVAM method is capable of
capturing the velocity up to around 1–
1.5 m s−1 with an acceptable accuracy.
Therefore, it could be incorporated to
aid the INS navigation solutionwithout
further improvements for situations
where the DVL bottom track is inter-
mittently or completely unavailable
or ineffective. However, the accuracy
of the method will be increased by up-
grading the simulation model to repli-
cate the motion response of the vehicle
in both the linear and nonlinear ranges.
Acknowledgments
This study was partially funded

through the Research Enhancement
Grant Scheme of the University of
Tasmania (UTAS). The authors would
like to thank Jeff Watts, Nathan
Kemp, and Isak Bowden-Floyd at the
Australian Maritime College, UTAS,
for their support during the AUV field
experiments. The authors also thank
Helgi Þorgilsson (Senior Systems Engi-
neer at Teledyne Gavia) and Hordur
Johannsson (Senior Software Engineer
at Teledyne Gavia) for the continued
technical support and assistance.
Corresponding Author
Supun A. T. Randeni P.
Locked Bag 1395,
Launceston, TAS 7250, Australia
Email: Supun.Randeni@utas.edu.au
References
Aguiar, A.P., & Pascoal, A.M. 2007. Dy-

namic positioning and way-point tracking of

underactuated AUVs in the presence of ocean

currents. Int J Control. 80(7):1092-108.

Available at: http://dx.doi.org/10.1080/

00207170701268882.

Augenstein, S., & Rock, S. 2008. Estimating

inertial position and current in the midwater.

Paper presented at the OCEANS 2008.
26 Marine Technology Society Journa
Quebec City, Canada: IEEE. Available at: http://

dx.doi.org/10.1109/OCEANS.2008.5152057.

Curtin, T.B., Bellingham, J.G., Catipovic, J.,

& Webb, D. 1993. Autonomous oceanographic

sampling networks. Oceanography. 6(3):

86-94. Available at: http://dx.doi.org/10.5670/

oceanog.1993.03.

Devore, J. 2011. Probability and Statistics for

Engineering and the Sciences. Cengage Learning.

Fong, D.A., & Jones, N.L. 2006. Evaluation

of AUV‐based ADCP measurements. Limnol

Oceanogr-Meth. 4(3):58-67. Available at:

http://dx.doi.org/10.4319/lom.2006.4.58.

Grasmueck, M., Eberli, G.P., Viggiano,

D.A., Correa, T., Rathwell, G., & Luo, J.

(2006). Autonomous underwater vehicle

(AUV) mapping reveals coral mound distri-

bution, morphology, and oceanography in

deep water of the Straits of Florida. Geophys

Res Lett. 33:L23616. Available at: http://

dx.doi.org/10.1029/2006GL027734.

Green, S.M. 2015. Tidal Site Characterisation

Using Stationary and AUV-Mounted ADCPs

in a Highly Dynamic Environment. Launceston,

Tasmania, Australia: (Bachelor of Engineering),

Australian Maritime College, University of

Tasmania, Launceston.

Hegrenæs, Ø., & Berglund, E. 2009. Doppler

water-track aided inertial navigation for

autonomous underwater vehicle. Paper presented

at the OCEANS 2009-EUROPE. Bremen,

Germany: IEEE. Available at: http://dx.doi.org/

10.1109/OCEANSE.2009.5278307.

Hegrenaes, O., Berglund, E., & Hallingstad, O.

2008. Model-aided inertial navigation for

underwater vehicles. Paper presented at the

IEEE International Conference on Robotics

and Automation, 2008. ICRA 2008. Pasadena,

California, USA: IEEE. Available at: http://

dx.doi.org/10.1109/ROBOT.2008.4543346.

Hegrenæs, Ø., & Hallingstad, O. 2011.

Model-aided INS with sea current estimation

for robust underwater navigation. IEEE J

Oceanic Eng. 36(2):316-37. Available at:

http://dx.doi.org/10.1109/JOE.2010.2100470.

Hildebrandt, M., & Hilljegerdes, J. 2010.

Design of a versatile AUV for high precision
l

visual mapping and algorithm evaluation. Paper

presented at the Autonomous Underwater

Vehicles (AUV), 2010 IEEE/OES. Available

at: http://dx.doi.org/10.1109/AUV.2010.

5779663. Monterey, California, USA: IEEE

Kim, K., & Ura, T. 2003. Fuel-optimal

guidance and tracking control of AUV under

current interaction. Paper presented at the

The Thirteenth International Offshore and

Polar Engineering Conference. San Diego,

California, USA: IEEE.

Lewis, E.V. 1988. Principles of Naval Archi-

tecture: Motions in Waves and Controllability

(Vol. 3). Jersey City, New Jersey, USA: Society

of Naval Architects & Marine Engineers.

Ljung, L. 1998. System identification. New

Jersey, USA: Springer. Available at: http://

dx.doi.org/10.1007/978-1-4612-1768-8_11.

Paull, L., Saeedi, S., Seto, M., & Li, H. 2014.

AUV navigation and localization: A review.

IEEE J Oceanic Eng. 39(1):131-49. Available

at: http://dx.doi.org/10.1109/JOE.2013.

2278891.

Randeni, S.A.T., Forrest, A.L., Cossu, R.,

Leong, Z.Q., & Ranmuthugala, D. 2015a. Esti-

mating flow velocities of the water column using

the motion response of an autonomous under-

water vehicle (AUV). Paper presented at the

OCEANS ’15 MTS/IEEE, Washington, DC.

Randeni, S.A.T., Forrest, A.L., Cossu, R.,

Leong, Z.Q., Zarruk, G.A., & Ranmuthugala,

D. 2015b. Determining the horizontal and verti-

cal water velocity components of a turbulent water

column using the motion response of an autono-

mous underwater vehicle. J Atmos Ocean Tech.

Randeni, S.A.T., Leong, Z.Q., Ranmuthugala,

D., Forrest, A.L., &Duffy, J. 2015c. Numerical

investigation of the hydrodynamic interaction

between two underwater bodies in relative mo-

tion. Appl OceanRes. 51(0):14-24. Available at:

http://dx.doi.org/10.1016/j.apor.2015.02.006.

Simpson, M.R. 2001. Discharge measure-

ments using a broad-band acoustic Doppler

current profiler. Sacramento, California, USA:

U.S. Department of the Interior, U.S. Geo-

logical Survey.



P A P E R

Coupled Modeling of Hydrodynamics and
Sound in Coastal Ocean for Renewable
Ocean Energy Development

A U T H O R S
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Zhaoqing Yang
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Pacific Northwest
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A B S T R A C T

The rapid growth of renewable offshore energy development has raised concerns

that underwater noise from construction and operation of offshore devices may in-
terfere with communication of marine animals. An underwater soundmodel was de-
veloped to simulate sound propagation frommarine and hydrokinetic energy (MHK)
devices or offshore wind (OSW) energy platforms. Finite difference methods were
developed to solve the 3-D Helmholtz equation for sound propagation in the coastal
environment. A 3-D sparse matrix solver with complex coefficients was formed for
solving the resulting acoustic pressure field. The complex shifted Laplacian precondi-
tioner (CSLP) method was applied to solve the matrix system iteratively with Message
Passing Interface (MPI) parallelization using a high-performance cluster. The sound
model was then coupled with the Finite Volume Community OceanModel (FVCOM) for
simulating sound propagation generated by human activities, such as construction of
OSW turbines or tidal stream turbine operations, in a range-dependent setting. As a
proof of concept, the validation of the solver is tested with an ideal case against two
other methods, and its application is then presented for two coastal wedge problems.
This sound model can be useful for evaluating impacts on marine mammals due to
deployment of MHK devices and OSW energy platforms.
Keywords: sound, coastal ocean, renewable ocean energy, coupling, Helmholtz
equation
32 km of the coastline.However, stake-
holders and regulators have concerns
Introduction
Renewable energy generated from
renewable offshore resources—from
waves, tidal streams, and ocean cur-
rents and from offshore wind energy
—has the potential to contribute to
the U.S. low carbon “all of the above”
portfolio of renewable energy sources.
These devices are commonly deployed
in estuaries and coastal waters within

that the extraction of marine renewable
energymay pose a risk to the well-being
of marine mammals and fish (Bailey,
2012; NRC, 2005). One of the poten-
tial risks is from the addition of unnat-
ural sound generated by energy devices
that could injure, disorient, or alter the
movements of marine animals. The
effects of sound from wave and tidal
stream devices and sound from pile
driving for offshore wind turbines are
some of the most significant concerns.

There have been efforts to under-
stand the sound propagation from the
anthropogenic noise sources in range-
dependent (e.g., varying bathymetry)
settings. Ray tracing was used to study
the impact of the noise from the seis-
mic air guns on fish behavior (Hovem
et al., 2012) and to estimate the re-
ceived sonar signals by the northern
bottlenose whales (Miller et al., 2015).
Parabolic equation (PE) was also uti-
lized to estimate the sound exposure
level to seals around the pile driving
location near a wind farm construction
site (Hastie et al., 2015). DeRuiter
et al. (2006) used both ray tracing
and PE to model acoustic propagation
of air-gun array pulses and compared
the results with the recorded signals
by tag-equipped sperm whales. Al-
though a range dependency was con-
sidered in terms of bathymetry and a
March/A
speed of sound profile, it was mostly
2-D variation based on axis symmetry,
and none of the previous works consid-
ered the 3-D heterogeneity in salinity,
temperature, sound speed, and bathym-
etry. This becomes important when
there are river plumes in the coastal
area of interest, because the freshwater
can alter both salinity and temperature,
both of which affect sound speed in
water.

Sound transmission is closely related
to ocean water density, which is in turn
dependent on water temperature, sa-
linity, and depth (pressure) (Lurton,
2002). Typical vertical density stratifi-
cation due to temperature and salinity
pril 2016 Volume 50 Number 2 27



in the ocean was described by Talley et al. (2011). A simple regression of the data provides sound speed C (m/s) as (Medwin,
1975)

C ¼ 1449:2þ 4:6T -0:055T 2 þ 0:00029T 3 þ 1:34-0:01Tð Þ S-35ð Þ þ 0:016D ð1Þ

where S is salinity in practical salinity unit (PSU), T is temperature in degrees Celsius, and D is depth in meters. For typical
deep ocean areas, the main contribution to variation of sound speed is due to temperature stratification and pressure (depth).
This relationship sets up a minimum speed at around 700-m depth. As an example, sound generated at about 1,100-m water
depth propagates at small angles around the horizontal direction and is refracted up and down around the same depth level,
resulting in horizontal propagation over very long distances. However, in coastal zones only with a consideration of depth, this
variability in C becomes less than 5 m/s because of its shallow depth less than 200 m. Instead, in coastal zones, where salinity
could vary from 0 to 35 PSU, the variation ofC due to salinity could be as much as ±50m/s.Moreover, sound transmission in
coastal waters is temporally and spatially more variable than that in the open ocean, for example, due to seasonal influences of
river plumes, effects of meteorological wind stress and heat fluxes, acoustic scattering from internal waves, and reflections of
sound from complex coastal geometries. An advanced model can be used to account for this variability to accurately predict
sound fields. However, coupled hydrodynamic and acoustic models have not been developed because of the intensive com-
putational resources needed.

We improved the ability to predict sound propagation in coastal regions by coupling of the 3-D ocean hydrodynamic
circulationmodel FVCOM (Finite VolumeCommunityOceanModel; Chen et al., 2003, 2006, 2007; Lai et al., 2010; Yang
et al., 2015), which resolves the variations of water density and sea surface elevation, with our 3-D acoustic model that solves
underwater sound transmission loss (TL), as well as reflection from lateral, bottom, and surface boundaries and refraction due
to varying density fields.
Hydrodynamic Model
FVCOM solves the continuity and momentum equations using the finite-volume method and sigma-stretched coordi-

nate transformation in the vertical direction.

Formulation of Hydrodynamics in FVCOM
Themomentum equations of FVCOM in the horizontal directions have the general form (Chen et al., 2003, 2006, 2007;

Lai et al., 2010) of

∂uD
∂t

þ ∂u2D
∂x

þ ∂uvD
∂y

þ ∂uω
∂σ

� fvD ¼ � D
ρo

∂p
∂x

þ 1
D

∂
∂σ

Km
∂u
∂σ

� �
þ DFx ð2Þ

∂vD
∂t

þ ∂uvD
∂x

þ ∂v2D
∂y

þ ∂vω
∂σ

þ fuD ¼ � D
ρo

∂p
∂y

þ 1
D

∂
∂σ

Km
∂v
∂σ

� �
þ DFy ð3Þ

where x, y, and σ are the east, north, and vertical axes in the sigma coordinates; u, v, and ω are the three velocity com-
ponents in the x, y, and σ directions; D is the total water depth; Fx and Fy are the horizontal momentum diffusivity terms
in the x and y directions; Km is the vertical eddy viscosity coefficient; ρ is water density; p is pressure; and f is the Coriolis
parameter. σ is the stretched vertical coordinate system based on an algebraic transformation from vertical Cartesian
coordinate z.

σ ¼ z � ξ
D

; ð4Þ
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with ξ(t, x, y) being the surface elevation andD¼ hþ ξ, where h(x, y) is still water depth. The surface and bottom boundaries
are corresponding toσ¼ 0 andσ¼�1, respectively. Similarly, the temperatureT(x, y,σ, t) and salinity S(x, y,σ, t) are solved
in 3-D using the transport equations below.

∂TD
∂t

þ ∂uTD
∂x

þ ∂vTD
∂y

þ ∂ωT
∂σ

¼ 1
D

∂
∂σ

KT
∂T
∂σ

� �
þ DbH þ DFT ð5Þ

∂SD
∂t

þ ∂uSD
∂x

þ ∂vSD
∂y

þ ∂ωS
∂σ

¼ 1
D

∂
∂σ

KS
∂S
∂σ

� �
þ DFS ð6Þ

where bH(x, y) is the heating source/sink for a given vertical location; FT and FS are the horizontal turbulent eddy diffusion
terms for temperature and salinity, respectively; KT and KS are for vertical eddy diffusivities of temperature and salinity.
The above equations are solved using finite volume integration based on spatial discretization with triangular meshes in
horizontal plane (x, y) and fixed σ layers in vertical direction. For derivations of the discretized system, readers are referred
to the publications on FVCOM (Chen et al., 2003, 2006, 2007; Lai et al., 2010) for details.
Application of FVCOM for a Coastal Wedge Case with a River Plume
A typical coastal wedge (idealized coastal domain with a wedge shape for the water part) application is depicted in Figure 1.

The water depth at the shoreline (right-hand side) is 2 m, and the shoreline is about 2 km long. The cross-shore bathymetry
is described as a piece-wise linear sloping bottom with maximum depth at the open boundary being 44 m. A river discharge
of 150 m/s is placed at the center of the coastline, delivering a freshwater plume to the coastal zone. For such a relatively
simple geometry, an unstructured grid mesh is chosen such that all the triangular nodes collapse into a structured mesh. The
FVCOMmodel was run for 39 days of simulation with time step Δt¼ 1 s from initially evenly distributed salinity of 30 PSU
and quiescent flow field (i.e., (u, v, ω) ¼ (0, 0, 0)). Salinity distribution at the last hour of the 39-day simulation is plotted
using colored contours (Figure 1). For simplicity, Coriolis forcing is set to zero, and temperature simulation is disabled.
Coastal Acoustic Model
Mathematical Description of Sound in Coastal Oceans

In Cartesian coordinates (x, y, z), the pressure disturbance caused by sound in ocean p(x, y, z, t) is governed by the 3-D
wave equation below.

∂2p
∂t2

� C2∇2p ¼ F x; y; z; tð Þ ð7Þ
FIGURE 1

Coastal wedge simulation of river plume. (Color version of figures are available online at: http://www.ingentaconnect.com/content/mts/mtsj/2016/
00000050/00000002.)
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whereC(x, y, z) is the sound speed (unit: m/s) and F is the sound source strength. For a given frequency f, the pressure p can be
written in harmonic form (using complex numbers, and the physical pressure will always be the real part of the complex
number)

p x; y; z; tð Þ ¼ bp x; y; zð Þe iωt ð8Þ

Substituting this harmonic equation into equation (7), the Helmholtz equation is obtained as

∇2bp þ k2bp ¼ � 1
C2

bF ð9Þ

where F ¼ bFeiωt and ω ¼ 2πf is the angular frequency and k x; y; zð Þ ¼
ω
C is the angular wave number. In coastal oceans, C

and k are spatially variable due to the variation of temperature and salinity. For applications with attenuation, k2 is replaced by
(1 � αi)k2, where α is the attenuation coefficient and i is the notation for the imaginary part of a complex number.
Finite Difference Formulation
For implementation with a structured grid system of constant grid spacing Δx, Δy, Δz in a 3-D regular box-shaped do-

main, denoting bp as indexed by (i, j, l ) in x, y, and z directions, equation (9) can be discretized using the finite difference
method as

bpi�1; j;l � 2bpi; j;l þ bpiþ1; j;l

� �
Δx2

þ
bpi; j�1;l � 2bpi; j;l þ bpi; jþ1;l

� �
Δy2

þ
bpi; j;l�1 � 2bpi; j;l þ bpi; j;lþ1

� �
Δz2

þ k2bpi; j;l ¼ � 1
C2

bFi; j;l ð10Þ

where i = 2…,M� 1, j¼ 2…,N� 1, l¼ 2…, L� 1 andM,N, and L are the number of grid points in x, y, and z directions,
respectively. In addition, the surface boundary condition is bpi; j;l¼1 ¼ 0. Equation (10) can also be arranged in the following
form for all bp values.

Abp ¼ b ð11Þ

where A is an M × N × L by M × N × L sparse matrix.
Iterative Helmholtz Solver Based on Complex Shifted Laplacian Preconditioner Method
The matrix A in equation (11) is typically a very large sparse matrix of complex numbers. For high-frequency sound and

large domain, the matrix equation (11) becomes difficult to solve directly. The Complex Shifted Laplacian Preconditioner
(CSLP) method by Vuik et al. (2003) with either Bi-CGSTAB (Van de Vorst, 1992) or GMRES (Saad & Schultz, 1986) is
used for this research. The CSLP method is based on construction of a preconditioning matrix MP

MP ¼ B þ β1 � iβ2ð Þk2I ð12Þ

where I is the unit matrix and B ¼ A � k2I. Instead of solving equation (11), the following left preconditioned equation is
solved for bp.

M�1
P Abp ¼ M�1

P b ð13Þ

β1 and β2 have been optimized for the best convergence rate. In our simulations, we used β1 ¼ 0 and β2 ¼ 0.5. MP
�1 was

simply calculated using an SOR (Young, 1971) iteration method from MP. To solve for bp from equation (13), the Krylov
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subspace methods called Bi-CGSTAB
(Van de Vorst, 1992) or GMRES
(Saad & Schultz, 1986) can be used.
These two methods are implemented
in the PETSc parallel computation
library (version 3.6.0) (Balay et al.,
2015).

The 3-D wedge case with heteroge-
neous wave number (Erlangga, 2005)
is tested for the speed of computation
with different wave numbers and num-
ber of grids on a high performance
cluster with 16 CPUs (Intel Xeon
CPU E5-2670 v3, 2.3 GHz). The re-
sults are given in Table 1. We found
that (β1, β2)¼ (0, 0.5) gave significantly
better results than (β1, β2)¼ (1, 0.5) that
was reported in Erlangga et al. (2006).
Radiation Boundary Treatment
The radiation boundary is needed

for open-domain simulations. How-
ever, because an imperfect radiation
condition can reflect in the simulation
domain of interest, a treatment that
does not return the sound wave should
be applied. This is implemented using
the perfectly matched layer (PML)
method (Chew & Weedon, 1994).
Typically, this is done by placing
50 grids at the open boundary to ab-
sorb outgoing sound waves with a
large damping term. Within the PML
zone, k2 in equation (9) is replaced by
(1� iα)k2, where α is the attenuation
factor in the PML zone, which is
ramped up from zero at the physical
domain boundary to 0.475 at the inte-
rior end of the PML layer. The external
boundaries of the PML layers are ter-
minated by the first-order Sommerfeld
radiation boundary condition, defined

as
d bp
dn

¼ ikbp, where n is the direction

normal to the boundary.
Figure 2 depicts the bp solution (real

part) of a 2-D simulation using the
March/A
PML layer in a homogeneous (uni-
form sound speed) domain with open
boundaries. This demonstrates that
our implementation of the PML layers
has effectively removed artificial reflec-
tions from boundaries.
Validation of Acoustic
Propagation Model

The finite difference scheme (equa-
tion (10)) along with the CSLPmethod
(equation (13)) is tested on a wedge
discussed by Lin et al. (2012) for vali-
dation. As the geometry is illustrated in
Figure 3, the slope angle of the wedge
is 2.86°, and the cross-shore distance
is 4 km. The resulting water depth is
200m at 4 km away from the shoreline.
Here, because the validation is only
focused on the TL across the wedge,
the width of the wedge is reduced to
600m. The water is assumed to be uni-
form in density with the sound speed
C ¼ 1,500 m/s. While the density of
the seabed is assumed to be identical
TABLE 1

The test result is shown in terms of the iteration number (the running time is in the parentheses) as
a function of wave number. The test was done using 16 CPUs and the restart value of 20 in GMRES.
Wave Number [1/m]
(# of Grid Points)
(β1, β2)
 (β1, β2)
(1, 0.5)
 (0, 0.5)
20 (35,937)
 1,157 (0.432 s)
 710 (0.257 s)
40 (274,625)
 2,196 (7.62 s)
 1,253 (4.51 s)
60 (912,673)
 3,629 (49.1 s)
 1,842 (26.1 s)
80 (2,146,689)
 5,187 (175 s)
 2,470 (84 s)
200 (33,076,161)
 25,677 (17640 s)
 6,318 (4160 s)
FIGURE 2

2-D benchmark testing of PML for absorbing sound waves at the boundary. The real part of the
pressure is shown in a 2-D homogeneous medium with the wave number of 0.4189 (1/m) with
PML (not shown). The number of grid points per wavelength is set at 10. The point source is
placed on the top line of the figure.
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to that of the water, the seabed is mod-
eled with a uniform sound speed C ¼
1,700 m/s. The attenuation in the
seabed is set as 0.5 dB/wavelength. A
point sound source with the frequency
f ¼ 25 Hz is placed at x ¼ �4,000 m,
y ¼ 0 m, and z ¼ �100 m (shown as
the red sphere in Figure 3). In order
to minimize the reflections from the
boundaries surrounding the propaga-
tion medium, PML zones are added
to the bottom and lateral boundaries.
The grid sizes are defined as Δx and
Δy ¼ 5 m and Δz ¼ 2.5 m.

Figure 4 shows the TL defined as

TL ¼ �20log10j bpj ð14Þ

at z¼�30 m (70 m above the source)
on the plane perpendicular to the
shoreline as a function of distance
from the source (i.e., along the line
AB in Figure 3). Here, the pressure
amplitude jbpj is calibrated to become
1 Pa at the distance of 1 m from the
source. For comparison, solutions
using a PE-based RAMGEO (Collins,
1993) and using the image method
(Deane&Buckingham, 1993) are pre-
32 Marine Technology Society Journa
sented as well. Figure 4 suggests that
the acoustic propagation model based
on equation (10) predicts the TL across
the wedge slope correctly.
Application in Idealized
Coastal Wedge Examples

The application of the acoustic
propagation model based on 3-D
Helmholtz equation with the CSLP
l

method is presented for two idealized
coastal wedge examples.
3-D ASA Wedge
The first example is for an idealized

coastal water domain, which consists
of shoreline coastal water confined in
a wedge shape. Lin et al. (2012) dis-
cussed (called ASA wedge here) simu-
lating the sound in such a domain
using several PE-based methods. Here,
a similar wedge domain is constructed
and simulated. Figure 5 shows the
straight wedge-shaped coastal zone
with a shoreline depth of zero and an
offshore depth of 200 m, a cross-
shore distance of 4 km and an along-
shore distance of 20 km. Different
from the wedge case used for the valida-
tion, a unit sound source of frequency
f ¼ 25 Hz is placed at x ¼ �2,000 m,
y¼ 0m, and z¼�50m (shown as the
red sphere in Figure 5). The water is
assumed to be uniform in density with
a sound speed C ¼ 1,500 m/s; the
seabed is also depicted and extends to
z ¼ �200 m with the sound speed
being C ¼ 1,700 m/s. PML zones are
FIGURE 3

Geometry and sound speed profile of ASA wedge for the validation of the acoustic propagation
model. The sound source location is indicated by a sphere below point A.
FIGURE 4

The TL curve along the line AB at z = −30 m. For comparison, the TL curves based on the image
method (Deane & Buckingham, 1993) and a PE-based RAMGEO (Collins, 1993) are also presented.



added for all lateral sides and bottom
(not shown) for the simulation.

Figure 6 shows the computed TL
at z¼ �15 m, that is, 15 m below sur-
face. In order to obtain the TL value
directly, bp is scaled by pressure at the
distance of 1m from the acoustic source.
This results in a significant reflection
from the shoreline. Figure 7 shows the
vertical transect view of the xz plane at
y ¼ 0; the sound penetrates into the
seabed below the sound source. There
is also considerable penetration on the
shoreline, whereas the area below the
seabed offshore is sheltered.

Figure 8 shows the TL along line
CD of Figure 5, which is located 15 m
below the surface.
Coastal Wedge with
a River Plume

The second example includes a
coastal wedge with a river plume. The
FVCOM model simulation of the
coastal wedge (Figure 1) provided
the salinity field at a constant tem-
perature of 20°C. The grid size of the
hydrodynamic model in Figure 1 is
62.5 m in horizontal plane with 10
vertical layers used for the water col-
umn discretization. We interpolated
March/A
the temperature and salinity fields
onto finite difference grids to calculate
the sound speed based on equation (1).
A unit sound source of frequency
f ¼ 100 Hz is placed 5 m below the
surface. The finite difference scheme
formulation (equation (10)) is applied
with a uniform grid size of Δx, Δy, and
Δz ¼ 1.25 m for the domain with the
seabed extending below the maximum
water depth (44 m deep at the open
boundary) to z ¼ �144 m with a
sound speed C ¼ 2,500 m/s below
seabed. There are also 60 PML grids
added in all lateral boundaries and
that extended below the seabed for
this test case. The surface is treated as
a pressure-release boundary condition
(zero acoustic pressure). The simula-
tion is carried out using 25 parallel
computer nodes, each with 24 cores.
The model run-time is about 4 h for
the simulation. Figure 9 shows the
plane (xy) view of TL at z ¼ �5 m,
that is, the same depth as the source
FIGURE 6

TL of xy plane at z ¼ �15 m.
FIGURE 5

Geometry and sound speed profile of ASA wedge; sound source location is indicated by a sphere
below point C.
FIGURE 7

TL of xz plane results at y ¼ 0 m; the dark line indicates the seabed.
FIGURE 8

TL along line CD at z ¼ �15 m (35 m above source).
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for the sound speed field correspond-
ing to the last hour of hydrodynamic
simulation in day 39 (Figure 1). Fig-
ure 10 shows the xz plane view at
y¼1,000m at themiddle of the shore-
line. Similar to the wedge shown in
Figure 7, the sound penetrates into
the seabed. There are multiple reflec-
tions along the shoreline, ocean surface,
and seabed, which form standing wave
patterns. Figure 11 shows the differ-
ence of TL between the fully developed
river plume condition at the end of
day 39 and the initial uniform condi-
tions (T ¼ 20°C and S ¼ 30 PSU) at
z ¼ �5 m. The presence of the river
plume changes the sound field signifi-
cantly in the far-field.
Conclusion and
Future Work

An underwater sound model using
a finite difference method was devel-
oped to simulate sound transmission
in the coastal ocean. The hydrody-
namic model FVCOM was used to
simulate the varying distributions of
density in coastal waters and to calcu-
late the speed of sound in the coastal
environment. The CSLP method was
used for fast iteration to solve the re-
sulting large and sparse matrix system
on a parallel cluster. The validation of
finite difference has been presented
34 Marine Technology Society Journa
using an ASA benchmark wedge in
terms of the TL as a function of the
distance from the source along the
upslope direction of the wedge, and
the model was applied to two wedge
examples.
l

This underwater sound model,
forced by sound speed predictions
from a hydrodynamic model, can be
useful for evaluating impact on marine
mammals due to construction of off-
shore wind (OSW) turbines and de-
ployment and operation of marine
and hydrokinetic energy devices in
coastal regions. Pile driving for instal-
lation of OSW turbines may cause
significant underwater noise that will
disturb marine mammals including
highly endangered whales. Similarly,
operational sounds from tidal and
ocean current turbines may disturb
marine mammals and fish that are af-
forded special regulatory protection.
The availability of a linked acoustic-
hydrodynamic model that easily
FIGURE 9

TL at z ¼ �5 m based on hydrodynamic prediction of sound speed field at the end of 39-day
simulation (Figure 1).
FIGURE 10

TL for the xz plane at y ¼ 1,000 m based on hydrodynamic prediction of sound speed field at the
end of 39-day simulation.
FIGURE 11

Difference of TL between using hydrodynamic predictions of sound field at the end of 39-day sim-
ulation (with the river plume) and the initial state (T¼ 20°C and S¼ 30 PSU) without a river plume
at z ¼ �5 m.



provides a solution for underwater
acoustic outputs from these activities
could allay regulatory and stakeholder
concerns as well as allow rapid re-
sponse for installers to mitigate noise
that may be harmful or enable engi-
neers to design turbines that produce
less sound.

We are further developing the
model using finite volume formula-
tions of the Helmholtz equations
with sigma coordinates that are com-
patible with the FVCOM model,
followed by validation of the model
using field observations in nearshore
coastal waters in Puget Sound. In
addition, in order for this model to
be of practical use, the characteristics
of acoustic sources and its effect on
themodel need to be fully investigated.
For instance, the frequency range from
a pile driving, which is between 100 and
1,000 Hz (Erbe, 2009; Bailey et al.,
2010), can cause a large burden to the
computational cost because the number
of grids is proportional to the frequency
cubed. Therefore, an effort needs to be
made to optimize a trade-off between
the fast running time and the amount
of required computational resource.
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P A P E R

Development and Application of a New
Mobile pH Calibrator for Real-Time
Monitoring of pH in Diffuse Flow
Hydrothermal Vent Fluids

A U T H O R S
Chunyang Tan
Kang Ding
William E Seyfried, Jr
University of Minnesota
A B S T R A C T

In situmeasurement of pH in diffuse flow hydrothermal vent fluids is necessary to

investigate the feedback between geochemical and biochemical processes. Accurate
pH determination has been unusually challenging owing to temperature and pressure
effects that place severe constraints on the performance of a wide variety of pH sensor
systems. In this paper, we describe a newly developed mobile pH calibrator (MpHC),
whichmakes use of in situ calibration protocols that enhance the accuracy of pHmea-
surement and monitoring on the ocean floor at deep-sea hydrothermal vents. The
MpHC combines the physically robust and highly sensitive iridium solid-state pH
electrode with a flow control system to perform 2-point calibration with on-board
pH buffer solutions. The small size and novel design of the sensor probe allow
more effective access to seafloor hydrothermal vent fluids and their associated sulfide
structures and biological communities. TheMpHC is capable of in situ deployment by
submersible via ICL (inductively couple link) communication around hydrothermal
vents at pressures and temperatures up to 45 MPa and 100°C, respectively. In this
paper, we also present results of in situ calibration methods used to correct the stan-
dard potential and slope (mV/pH) of the solid-state electrode for temperature effects.
The MpHC has been deployed most recently using the submersible Alvin during
cruise AT26-17 to Axial Seamount and Main Endeavour Field, Juan De Fuca Ridge
in the NE Pacific. With in situ calibration functionality, the MpHC offers the prospect
ofmore successful longer-termmeasurements in keeping with power availability pro-
vided by cabled seafloor observatories coming online in the NE Pacific.
Keywords: in situ, pH, calibration, hydrothermal, electrode
and their environments, which are
dominated by mixing between cold
Introduction
I t is widely recognized that the
investigation of the geochemical and
biochemical processes of hydrothermal
vent systems relies on constraining
key chemical and physical components
of vent fluids (Childress et al., 1991;
Von Damm, 1995). In this regard,
pH is considered especially important
because of the role it plays in the solu-
bility of minerals, with direct impli-
cations for the temporal evolution of
seafloor sulfide deposits. Moreover,
tracing pH variation and distribution
can help scientists understand the in-
teractions between the vent organisms

oxygen bearing seawater and highly
reduced hydrothermal fluid (Sarrazin
et al., 1999; Von Damm & Lilley,
2004). Thus, the need is great for the
development and application of in situ
instruments that can measure and mon-
itor pH and related components in
unusually challenging environments
with high resolution and accuracy in
space and time (Shank et al., 1998).

In situ electrochemicalmeasurements
have been widely used in chemical
oceanography for decades (Reimers,
2007). With advances in electroana-
lytical chemistry and microelectronics
technology, the pH electrode is now
well suited to operate at high pressure
and variable temperatures, potentially
providing fundamental insight on com-
plex geochemical and biogeochemical
processes inherent to hydrothermal vent
systems (Ding & Seyfried, 2007; Prien,
2007). To achieve the full potential that
the new generation of electrochemical
March/A
sensors may provide, however, limita-
tions imposed by long-term deploy-
ment in challenging and changing
chemical and physical environments
must be overcome; so too, the robust-
ness of the electrodes must also be im-
proved, if the full range of deep-sea
vent applications is to be realized (Le
Bris et al., 2001).

In the past few years, we devel-
oped an in situ pH calibration device
(Deployable Calibrator), which could
pril 2016 Volume 50 Number 2 37



perform 2-point calibration of pH
in situ with pH buffers optimized for
specific applications (Tan et al., 2010,
2012, 2014). The in situ calibration
method minimizes potential sources
of drift, enhancing accuracy of pH
measurements. This instrument was
used more recently to investigate the
pH of diffuse flow hydrothermal vent
fluid and also modified for use with
cabled ocean observatories for real time
pH monitoring (Tan et al., 2014). Al-
though successful, the size of pH probe
and functionality of the sensor system
could be improved upon to enhance
geochemical applications at deep-sea
hydrothermal vents. To address these
issues, a so-called mobile pH calibrator
(MpHC) was developed. This highly
integrated pHmeasurement and mon-
itoring system was smaller than its pre-
decessor, inherently more precise, and
more tolerant of temperature variabil-
ity (0–100°C). The calibrator and sup-
porting electronics can be easily and
effectively mounted on the basket of
the submersible, Alvin, facilitating
deployment at different and diverse
vent sites. The calibrator was tested
during a series of dives to cold seeps
in connection with the Alvin Science
Verification Cruise (AT26-12) and
again during Alvin/Atlantis operations
(AT26-17) at hydrothermal vents at
Axial Seamount and theMain Endeav-
our Hydrothermal Field (Juan de Fuca
Ridge). Here we emphasize techno-
logical modifications and operational
capabilities inherent to the new electro-
chemical system, while also briefly
reviewing results of preliminary data
from the recent deployments of the
calibrator at NE Pacific vent sites.
Materials and Methods
The MpHC is designed around

three critical components: (1) a slim
38 Marine Technology Society Journa
profile (20 mm OD) terminating in
the sensor probe that allows precise
positioning in unusually restrictive
areas, inherent to seafloor hydrother-
mal vent applications; (2) simulta-
neous pH, redox, and temperature
measurement at temperatures up to
100°C; and (3) in situ calibration of
the electrochemical sensors with no
pH buffer leakage into the ambient
environment. In its simplest configu-
ration, the MpHC device consists of
two parts: the sensor probe itself, for
detection, and the main body, which
is comprised of solenoid valves, preci-
sion pumps for fluids delivery, and
supporting electronics, all contained
within an oil-filled pressure housing.

The Flow Control System
of MpHC

Importantly, the MpHC was spe-
cifically designed to make use of a
flow control system that can deliver
multiple pH buffer solutions needed
to calibrate the electrodes in situ (Fig-
ure 1). The electrodes (Figure 2) are
sealed in the flow cell at one end of
the probe to facilitate interaction with
the hydrothermal fluids. Subsequent
to acquisition of vent fluid pH and
l

temperature data, in situ calibration is
activated. This in situ calibration capa-
bility represents one of the most im-
portant characteristics of the sensor
system. In practice, this entails flow
of two different pH buffer fluids into
the electrode (sensor probe) bearing
flow cell. All the time, the probe is
maintained at a constant position, ful-
filling the promise of in situ calibra-
tion. Outflow of the spent buffer
enters an on-board reservoir for stor-
age, precluding contamination of the
local environment. The sample fluid
inlet port is sealed during the calibra-
tion interval in response to automated
activation of an in-line check valve. In
addition to sealing the flow cell, the
check valve also acts to reduce the vol-
ume of the cell effectively precluding
thermal convection of the hydrothermal
fluid (Figure 1).

During in situ measurement of pH
and temperature, the flow control sys-
tem activates the micrometering pump
(FMI, Inc.) to continuously draw the
sample fluid through the check valve
into the flow cell. The fluid passes
the normally open port of valves V4
and V5 (LVM10 series valves, SMC,
Inc.) and is eventually released into
FIGURE 1

Schematic illustration of process control system used for in situ and autonomous operations in-
herent to the functionality and performance of the MpHC. Arrows indicate the direction of fluid
flow. Hydrothermal fluid sampling and analysis require only pump operation, while calibration
requires autonomous operation of both pump and valves.



the surrounding seawater. In contrast,
during the calibration mode of opera-
tion, the pump action is reversed, and
power to the valves permits access and
measurement of buffer fluids. Thus,
the pH buffers are pumped into the
flow cell, while the check valve is
forced into the closed position by
the confining pressure, as described
above. This pattern of fluid flow min-
imizes the number of valves used and
power consumption during pH mea-
surements and calibration cycles. The
flow control system of valves and
pumps is contained in an oil-filled
chamber. The flow rate is preset to
20 ml/min and is adjustable up to
60 ml/min depending on the specific
application. All wetted parts are con-
structed by highly corrosive resist
material, such as Teflon (PTFE) and
PEEK.
The Sensor Probe
The electrochemical sensors inher-

ent to the design and functionality of
the MpHC device include solid-state
electrodes for measurement of pH
(Ir-IrOx), redox (platinum), dissolved
sulfide (Ag-Ag2S), and reference
electrode (Ag-|AgCl) (Figure 2c). The
small size (~1 mmOD) and solid-state
design of the pH cell enhance dura-
bility and deployment in and around
rigid sulfide and rock structures. The
electrochemical array also includes
a titanium-sheathed thermistor with
±0.1°C resolution. Owing to the
chemical and thermal heterogeneity
of diffuse flow vent fluids and the
importance of pH on microbial and
mineralization processes, the in situ
measurement and calibration proto-
cols we demonstrate represent an ini-
tial, but essential step, if long-term
March/A
measurement and accurate interpreta-
tion of biogeochemical processes asso-
ciated with these systems is to become
a reality.

The sensor probe for pH measure-
ment is constructed of three essential
components: (1) oil-filled chamber
for hydrostatic pressure compensation,
(2) titanium housing for structural
support, and, (3) flow cell assembly,
which automates sampling and cali-
bration procedures (Figure 2a). The
oil-filled chamber contains dielectric
silicone oil and is equipped with a
T handle to facilitate deployment by
submersible manipulator action. The
flow cell assembly is situated at the end
of the titanium housing and connects
to the oil filled electronics chamber,
as summarized above (Figure 2b). A
modified Conax (Conax Technologies,
Inc.) fitting with PEEK and Viton seal-
ants holds the electrodes and two PEEK
fluid circulation tubes (OD 1.58 mm)
in place. Applying torque on the Viton
sealant forms a watertight seal between
the flow cell and the silicone oil-fluid
titanium tubing. The small internal
volume (~1 ml) of the flow cell mini-
mizes dead volume and enhances signal
response to samples and standards. A
PEEK check valve cartridge (Optimize
Technologies) with ruby ball and sap-
phire seat was selected tomeet the strin-
gent fluid flow requirements discussed
above. The fluid circulation tubing al-
lows for distribution of fluid samples
and pH buffer fluids in and out of the
electrochemical sensor cell. A PTFE
mesh is used at the sample inlet to re-
move large particle entrained in the
fluid samples.

The upper and lower portions of
the check valve assembly unit are con-
structed entirely of PEEK. The dis-
tance between the sensing portion of
the pH electrode and the sample inlet
port is 20mm.TheODof the flow cell
FIGURE 2

Schematic illustration of the pH probe of mobile calibrator showing integrated configuration of
electrodes and check valve (a), expanded view of the flow cell assembly (b), and sensor assembly
with Viton sealant and Conax fitting (c).
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assembly is ~16 mm, and the total
length of the titanium tubing includ-
ing the flow cell assembly is 280 mm
(Figure 2a). As noted, the tolerance
to relatively high fluid temperatures
together with narrow width of the
probe facilitates deployment in envi-
ronments in and around diffuse flow
hydrothermal vent sites.

Lab experiments demonstrated that
approximately 5 min is required to
complete one calibration cycle. Thus,
the MpHC can complete more than
16 calibration cycles with the current
design constraints and on-board storage
capacity of the waste buffer solutions.

General Description of the MpHC
The MpHC, including the flow

control system, battery compartment,
electronics housing, and buffer fluid
reservoirs, is placed in a plastic con-
tainer that occupies approximately
0.5 m2 of “basket” space on the Alvin
submersible (Figure 3). The sensor
probe (external to the control system
container box) is stored in a vertical
PVC tube designed to facilitate its
40 Marine Technology Society Journa
removal and return. The control sys-
tem and probe, however, were linked
by communication cable (3 m). The
MpHC weighs approximately 27 kg
in air and 16 kg in water.

Sensor signals are processed at a
rate of one measurement every 5 s
and stored on a 14-bit data logger.
The flow system is linked to a control
circuit, which, like the data logger,
is of low power design and consists
of ICL (inductively couple link) com-
munication (Fornari et al, 1997) and
on-board flash memory.

Before deployment, the flow cell is
filled with artificial saltwater to main-
tain hydrostatic pressure balance at
the seafloor. In practice, in situ pH
measurement is coordinated between
the Alvin pilot and the scientist operat-
ing the MpHC via ICL communica-
tion. A control GUI was developed
using LabVIEW software and loaded
on a Samsung XE700T tablet to facil-
itate operation.When the manipulator
positions the sensor probe at a target
location, the operator turns on the
flow control system to draw in hydro-
l

thermal fluid, while the sensor signal
is displayed on a computer screen.
Subsequently, the operator will acti-
vate the calibration subroutine, while
the manipulator maintains the sensor
probe in a stationary position. The
GUI stores the MpHC status and elec-
trode readings on the hard drive of the
tablet. Accordingly, all the data are
copied to onboard memory for sub-
sequent processing.
In situ pH Calculation
Temperature and pressure play an

important role in sample and buffer
pH and electrochemical characteristics
of the electrodes. Theoretically, sample
acquisition and calibration should be
performed at the same temperature;
however, this is not always possible be-
cause of abrupt temperature changes
caused by mixing between hydrother-
mal fluids and seawater. Accordingly,
sharp temperature gradients are com-
mon during a measurement or cali-
bration cycle, for which laboratory
correction needs to be applied.

Laboratory Calibration
To correct pH buffer solutions for

temperature variability experienced on
the seafloor at deep-sea vents, three pH
buffer solutions were subjected to a se-
ries of laboratory experiments. These
pH buffers are commercially available
from Fisher Scientific, with product
identification numbers B79, B82,
and B77, respectively. As with our sea-
floor buffers, the dissolved chloride
concentration of each of these buffers
was adjusted to minimize liquid junc-
tion effects when used in seawater-type
fluids. This, of course, requires re-
assessment of the buffer pH value, es-
pecially when exposed to temperature
variability. The temperature calibra-
tion test of each buffer was performed
FIGURE 3

MpHC mounted on basket of DSRV Alvin prior to dives to the Ashes vent area, Axial Seamount,
NE Pacific Ocean in July 2014. The entire system occupies approximately 0.2 m2 of basket space
and weighs approximately 16 kg in water. The probe is stowed in a PVC chamber on basket.



using a Ross pH combination elec-
trode (Thermo Scientific), which was
connected to an ATC probe (Orion)
for temperature compensation. In
practice, the tests were performed in
a water bath where temperatures
could be adjusted from 2°C to 50°C.
The pH buffers were determined to
have pH values of 3.74, 7.05, and
10.39 at 25°C and 1 atm. Although
tests such as these allow buffer fluid
pH response to be calibrated at tem-
peratures broadly analogous to the
range of vent fluid temperatures that
may be encountered on the seafloor,
uncertainties associated with the cor-
responding response of the Ir-IrOx

solid-state pH electrode also need
to be determined. Thus, we performed
a separate series of measurements using
the same Ir-based solid-state pH sensor
actually used for our vent studies. The
electrochemical response of this pH
sensor was previously established at el-
evated temperatures (Pan & Seyfried,
2008), but until now this has not
been verified at temperatures less
than 25°C, in terms of both Nernstian
response and response time. Accord-
ingly, the Ir-IrOx|Ag-AgCl electrodes,
combined with Orion ATC probe,
were sealed in a glass reaction cell
into which the previously calibrated
pH buffer fluids were incrementally
added. In this case, however, only
pH buffers 3.74 and 7.05 (25°C)
were utilized, since these buffers are
less sensitive to changing temperature,
allowing us to more closely and effec-
tively examine the effect of tempera-
ture and pH on the electrochemical
response inherent to the Ir-IrOx sen-
sor. Temperature and electrode po-
tential were simultaneously measured
and recorded at 1°C increments from
2°C to 50°C using a modified Thermo
A211 pH meter. With benefit of
the previously established values of
the pH buffers with temperature, the
slope of the electrodes could be un-
ambiguously determined (Figure 4).
The measured slope, Smeasured, is in
excellent agreement with the theoret-
ical Nernstian slope, Stheoretical, over
the full temperature range. The po-
tential of the electrode with buffer
3.74 was also shown to vary linearly
with temperature with a coefficient of
−0.8625 mV/°C.

Thus, laboratory calibration helped
to establish the effect of temperature
variability on pH measurement and
calibration. In effect, with two in situ
calibration cycles, the Nernst slope
can be determined, providing accurate
pH data for diffuse flow hydrothermal
vent fluids. It is important to em-
phasize, however, that this approach
assumes that the effect of tempera-
ture on the buffer solutions used for
the in situ calibration is known, either
from lab tests, as performed here,
or based on theoretical calculations
that explicitly consider the effect of
March/A
temperature on the distribution of
aqueous species.

In situ pH Calculation Method
In situ calculation of pH at seafloor

vents using the MpHC instrument
is accomplished by a three-step pro-
cedure. First, at an initial temperature
(T1), the potential of the pH and ref-
erence electrodes are determined in re-
sponse to reaction with two buffer
fluids (A and B). This procedure allows
determination of the Nernst slope
(ST1). It is important to emphasize
that the choice of buffer A is based
on our previously determined tests
showing that the pH value of the solu-
tion is largely unaffected by temper-
ature. Thus, buffer A with the pH
value pHA canmore effectively provide
a reference or anchor potential against
which temperature effects can be com-
pared. Subsequently, the procedure
is repeated for the same two buffers
at a different temperature (T2), which
then allows determination of the slope
FIGURE 4

Measured mV/pH response of Ir-IrOx (pH) and Ag-AgCl (reference) electrodes with temperature.
The measured data show a linear correlation with temperature equivalent to 0.198 mV·pH−1·°C−1.
This is in excellent agreement with that predicted from the theoretical Nernstian slope over the
temperature range tested. The y-intercept is a unique function of the standard potential (E°) of
the electrode.
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(ST2). Finally, actual pH measure-
ments of the hydrothermal fluid are
carried out at some other temperature
(Tx), with the slope (STx) and reference
potential obtained from buffer A (EATx),
as defined from the following set of
linear equations:

STx ¼ ST1 þ Tx � T1ð Þ ST2 � ST1
T2 � T1

ð1Þ

EATx ¼ EAT1 þ Tx � T1ð ÞEAT2 � EAT1

T2 � T1

ð2Þ

With equations (1) and (2), the
in situ pH of a sample (pHSTx) can be
determined from the measured poten-
tial ESTx as follows:

pHSTx ¼ pHA þ ESTx � EATx
STx

ð3Þ

In effect, by performing two in situ
calibration cycles at any temperature,
the temperature dependence of the
standard potential of the Ir-IrOx sensor
is accounted for and corrected. Using
this procedure, the accuracy of the
in situ pH derived from the raw poten-
tial is significantly improved. The hy-
drothermal diffuse flow environment
at deep-sea vents is characterized by
relatively large temporal temperature
and pH variability and is well suited
to test the procedures proposed for
pH calibration and measurement.
The first calibration cycle is typically
conducted in ambient seawater at
depth as the vent system is approached,
whereas the second calibration is
conducted at the point of the target
hydrothermal fluids, and immediately
followed by the hydrothermal mea-
surement. Thus, two calibrations at
different temperatures are obtained in
keeping with the calibration scheme
42 Marine Technology Society Journa
outlined above. In some cases, only
one calibration can be performed due
to the schedule of a certain dive. In
such cases, the coefficients of the slope
and buffer potential obtained in the lab
are used to calculate the in situ pH
value, but this is not optimal, since
the effect of pressure is not being
accounted for, rendering small, but
uncertain error (Le Bris et al., 2001).
Field Deployment and
Initial Result
Field Test

TheMpHC has undergone a num-
ber of field trials that have provided
confirmatory evidence of the effective-
ness of the in situ auto calibration pro-
cedures as a means of monitoring pH
in variably high temperature subsea-
floor hydrothermal environments.
For example, during cruise AT26-17
( July 2014), the MpHC was used
to measure the pH of diffuse hydro-
thermal fluids at Axial Seamount, in
the NE Pacific (45°55′N, 130°0.0′W)
and also at similar low-temperature
vents within Main Endeavour Field,
Juan De Fuca Ridge (47°57.0′N,
129°6.6′W). These vent systems have
been long-studied, since both are tar-
get locations for the U.S. Ocean Ob-
servatory Initiative and the Neptune
cabled observatory (Oceans Network
Canada), respectively (Kelly et al.,
2012, 2014). The MpHC completed
three deployments facilitated by assets
intrinsic to DSRV Alvin. Importantly,
during dive 4743 (Sully diffuse flow
vent site, MEF), the MpHC was used
for pH and redox measurements
in vent fluids at temperatures as high
as 70°C. The water depth at this site
is 2,189 m.

Longer-term deployment opportu-
nities were available at the Axial Sea-
mount. In particular, vent fluids were
l

sampled at the base of the Phoenix
sulfide structure within the ASHES
field (45°55.99′N, 130°0.82′W) at a
depth of 1,544 m. The temperature
of the diffuse flow fluid ranged from
3°C to 25°C, whereas the nearby high-
temperature (black smoker) vent fluid
issuing from the central portion of the
same structure was 312°C. The tem-
perature distribution underscores that
the mixing with cold ambient seawater
contributes to diffuse flow hydrother-
mal processes, while still providing
components sufficient to fuel micro-
bial communities and associatedmacro-
faunal assemblages (Figure 5), which
are intimately related to the low tem-
perature vent fluid.

For this dive, buffer fluids with pH
values (25°C) of 3.74 and 10.39 were
utilized to calibrate the chemical sen-
sor system on the seafloor. Accordingly
and in keeping with previously de-
fined procedures, the MpHC calibra-
tion cycle was first performed at the
ambient seawater temperature 2.6°C.
FIGURE 5

MpHC in operation in and around a tubeworm
colony at Phoenix hydrothermal site at Ashes
vent field (Axial Seamount) during Alvin dive
4741, July 21, 2014 at a depth of 1,544 m.
The temperature of the diffuse flow fluid
ranged from approximately 5°C to 25°C. Note
the close proximity of a tube worm colony
and the diffuse flow to high-temperature vents
where fluid temperatures exceed 300°C.



Upon initial deployment at the vent
site, the MpHC unit performed a
10-min measurement of the tempera-
ture and pH of the hydrothermal
fluid and then conducted a 2-point cal-
ibration for the next 20 min. During
the entire process, the Alvinmanipula-
tor maintained the sensor probe at the
same location (Figure 6). At the onset
of the calibration cycle potential (mV)
readings changed rapidly and consis-
tently owing to constraints imposed
by temperature variability and the
values of pH buffer fluids relative to
ambient seawater and the conditions
of the diffuse flow hydrothermal envi-
ronment. Indeed, data indicate that
the temperature increased from ap-
proximately 2.6 to ~23°C within the
diffuse flow fluid and then decreased.

The potential/pH relationship of
the two calibration cycles and corre-
sponding hydrothermal fluid measure-
ment cycles are shown in Figure 7
(data of the calibration cycles are
March/A
shown in Table A1). As emphasized
earlier, the potential response of the
3.74-pH buffer was used to calculate
the EATx in Equation 2. Figure 7 also
reveals the steepening of the mV/pH
slope with increasing temperature at
seafloor pressure. This is caused by
the effect of temperature and pressure
on the thermodynamic properties of
the Ir-IrOx sensor, which influence
the sensors standard potential (E °).
Thus, using equations (1)–(3), a pH
value of 6.14 is obtained for the hydro-
thermal fluid at 23°C (Figure 8). The
accuracy of this number is difficult to
constrain unambiguously owing to
the inherent temperature, pressure,
and compositional variability that
characterizes diffuse flow hydrother-
mal fluids and the limited bottom
time available, precluding repeat
measurements at similar conditions.
However, we did conduct multiple
FIGURE 6

In situ potential of Ir-IrOx pH electrode with coregistered temperature data fromMpHC deployment
during Alvin dive 4741, 1,544 m (see text) to Phoenix hydrothermal site in ASHES vent field (Axial
Seamount). Initial pH calibration was performed in seawater at 2.6°C immediately before reposi-
tioning the sensor system in the diffuse flow fluid where fluid temperature increased sharply to
~23.5°C, while temperature and electrochemical data were continuously recorded. The change in
temperate of the vent fluid to approximately 12°C elicited a second calibration cycle. The two buffer
calibration cycles, in situ, at two different temperatures allowed.
FIGURE 7

Potential/pH relationships over two calibration cycles at the Axial Seamount study area. These data
provide temperature-dependent mV/pH response to correct for temperature variability during cal-
ibration and measurement at 2.6°C and 12°C. Based on the two calibration cycles (Table A1), the
in situ pH at any other temperature within the range of the calibration scheme (e.g., Tx ) can be
determined. Predicted mV/pH for Tx = 23°C is shown for comparison (see text). Buffer 3.74 (25°C)
was used to obtain the standard potential EATx due to its pH value (pHA) shows relative thermal
stability. The variability of the slopes of the temperature dependent E/pH trends is largely a prop-
erty of the effect of temperature on the standard potential of the Ir-IrOx pH sensor, underscoring the
need for in situ calibration.
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measurements of seawater at a depth
of 1,450 m at Axial Seamount with
a similar instrument with the same
electrochemical and buffer control sys-
tems (Tan et al., 2012). These data
indicate seawater pH of 7.65 ± 0.1.
The extent to which this test applies
to the uncertainty attending the diffuse
fluid pHmeasurements reported above
is largely dependent on the effectiveness
of the temperature dependent correc-
tion procedures developed and applied
during the present investigation.

Comparing Data With Other
Sites of Diffuse Flow
Hydrothermal Activity

It has long been recognized based
on mass balance and limited geochem-
ical modeling results that diffuse flow
fluids are best explained as nearly con-
servative mixes of high temperature
vent fluids with seawater, with some
additional conductive heating of the
seawater ventmix (VonDamm&Lilley,
2004; Luther et al., 2012; Pester et al.,
2008; Butterfield et al., 2004). Data
44 Marine Technology Society Journa
from these and other studies confirm
this for diffuse flow fluids at the Axial
Seamount study area (Edmond et al.,
1979) and at EPR 9°N (Von Damm
et al., 2004), where the extent of sea-
water mixing is, as usual, best indicated
by the near seawater concentrations of
dissolved Mg. In spite of this, however,
there still exist noteworthy concentra-
tions of transition metals and dissolved
gases needed to fuel microbial metabo-
lism, while the relatively high dissolved
silica provides evidence of the magni-
tude of high-temperature source fluids
that is added to the mix (Von Damm
et al., 2004; Butterfield et al., 2004;
Le Bris et al., 2003). Almost always,
pH values are less than typical of sea-
water, as reported during the present
study, although in a more general
sense, pH decrease often correlates
positively with temperature and dis-
solved sulfide (Luther et al., 2012).
In situ pH values reported here (6.14
at 23°C) are generally within the
range of analogous values reported for
vent sites at EPR 9°N for fluids with
l

similar dissolved sulfide concentra-
tions, although substantial variability
in pH (in situ) is the norm not the
exception (Luther et al., 2012). Part
of the variability likely relates to con-
straints imposed by the composition
of the high-temperature hydrothermal
component, while other factors in-
cluding biological activity and uncer-
tain chemical reaction processes in
the mixing zone, also likely play a role.
Brief, but repeated spikes in tempera-
ture and fluid chemistry, including
pH, are a well-recognized if not a char-
acteristic feature of diffuse flow vent-
ing, further complicating cause and
effect phenomena. Only by extend-
ing the time series and deploying in
situ samplers with internal calibrating
capabilities at different vent sites for
much longer times can we expect to
understand unambiguously the inter-
play among chemical, physical, and
biological processes at deep-sea vents.
Efforts reported here represent an im-
portant first step in realizing this goal.
Conclusions
The MpHC system was developed

to perform reliable and precise pH
measurements in and around hydro-
thermal diffuse flow vents on the sea-
floor at midocean ridges. A critical
element of the new device involves
the capability for autonomous calibra-
tion in situ on the seafloor. Accord-
ingly, multiple on-board buffers are
sequentially delivered to a small vol-
ume flow cell in which solid-state
pH, reference, and redox electrodes,
as well as temperature sensors, are con-
tained. Computer-controlled valves
and pumps activated in response to
temperature or time facilitate the in
situ calibration procedures, including
rinse cycles with ambient seawater.
The small size and low dead volume
FIGURE 8

pH and temperature data obtained for diffuse flow vent fluid at Axial Seamount, NE Pacific Ocean.
The ~4-min record reveals steady state temperature and pH of 23°C and 6.14, respectively. The
accuracy of the pH data benefits from temperature and pressure calibration procedures outlined in
the text and summarized in Figures 6 and 7.



of the electrode-bearing flow cell en-
hance signal response time, while min-
imizing consumption of buffer fluid.

The in situ calibration capability
of the MpHC is essential to address
the effect of temperature and pressure
on electrochemical performance, espe-
cially in the diffuse flow vent systems,
where the mixture between high-
temperature vent fluid and seawater
often produces temperature variability
in time and space. Lab measurements
have confirmed that temperature vari-
ability influences not only the pH
buffer speciation but more impor-
tantly the standard potential (E °) of
the solid-state IrOx sensor. In situ cali-
bration on the seafloor at two different
temperatures with two different pH
buffers has been found to be sufficient
to correct for temperature effects per-
mitting accurate pH measurement of
vent fluids at temperatures different
from the temperature of calibration
cycle, broadening the efficiency and
effectiveness of collecting vent fluid
pH data.

The MpHC has been deployed by
the submersible Alvin to measure and
monitor pH at sites in the Gulf of
Mexico and also at diffuse flow vents
associated with hydrothermal activity
at the Ashes vent field, Axial Caldera,
northeast Pacific Ocean. In both
cases, data indicate that the auto cali-
bration procedures provide an effec-
tive means to assure the accuracy of
the pH data and offer promise for
longer-term monitoring of pH and
other components with power avail-
able from cabled observatories.
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Appendix A
Supporting Information
TABLE A1

Simultaneous pH and temperature data recorded during two calibration cycles performed in situ in diffuse fluid issuing from the base of the Phoenix
chimney structure, Ashes vent field, Axial Seamount, NE Pacific Ocean in July 2014. The in situ potential reading of each pH buffer was derived from
the averaged recording for the last full minute of operation during each calibration cycle. Lab tests were used to correct the data for the effect of
temperature, while much smaller pressure effects were corrected from available theoretical and empirical data. Thus, the influence of temperature and
pressure on the slope was shown to be linear and result in a combined increase of 0.187mV·pH−1·°C−1. Although the pH 3.7 buffer solutionwas shown
to be only slightly affected by temperature, the same was not the case for the pH 10.4 buffer. In any event, the measured slopes (E/pH) at 2.6 and 12°C
were still within 90% of the theoretical value at each temperature.
Sample
 pHin situ
 E (mV)
 T (°C)

Measured slope
(mV/pH)
March/April 2016 Volum
Theoretical slope
(mV/pH)
Buffer A
 3.70
 277 ± 0.3
 2.6
 −50.4
 −54.7
Buffer B
 11.20
 −100.6 ± 0.4
Buffer A
 3.70
 253.6 ± 0.5
 12.0
 −52.2
 −56.6
Buffer B
 10.87
 −120.5 ± 2.0
e 50 Number 2 47



P A P E R

Micro-Modem for Short-Range Underwater
Mobile Communication Systems

A U T H O R S
Jun-Ho Jeon
Sung-Joon Park
Department of Electronic
Engineering, Gangneung-Wonju
National University
48 Marine Technology Society Journa
A B S T R A C T
l

Recently, there has been great interest in short-range underwater communication
for applications such as water pollution monitoring, fish farming, oceanographic data
collection, and underwater tactical surveillance based on underwater sensor network
systems. Because underwater wireless communication relies primarily on acoustics,
the development of acoustic modems has been an important topic that needs to be
addressed. Furthermore, for years, underwater biomimetic fish robots have been stud-
ied in the area of biomechanics for scientific use and reconnaissance missions. In this
article, we describe an underwater mobile communication systemwhere fish robots act
as sensor nodes, which is different from the conventional concept of an underwater
sensor network that is static. We describe the issues that need to be resolved to provide
mobility to a node, and we develop amicro-modem tomeet the requirements of a mov-
ing node. Experiments conductedwith prototypes in both a lake and a river verify that the
proposed system provides a new degree of freedom (mobility) and is a viable approach.
Keywords: underwater communication, underwatermobile sensor network, underwater
robot, micro-modem
underwater acoustic modems has been
conducted by both academia and in-
Introduction
For a considerable period of time,
underwater communication systems
have focused mainly on applications
such as marine resource exploration,
deep-sea probes, and large-sized under-
water vehicles. As an enabling tech-
nology, research on long-distance

dustry. Although acoustic waves are
inherently resilient to attenuation in a
water medium, a modem must emit a
high signal power to achieve the desig-
nated working range.

Quite recently, the field of under-
water wire less sensor networks
(UWSNs) has emerged as a rapidly
growing area of research as a result of
its wide range of aquatic applications
both in inland waters and in the littoral
seas (e.g., water pollution monitoring,
fish farming, oceanographic data col-
lection, and underwater tactical sur-
veillance) (Akyildiz et al., 2005). The
increasing demand for short-range
wireless connections between nodes
has introduced a new challenge to
the development of micro-modems,
which have the properties of small
size, low power consumption, and
moderate data rate and coverage. The
initial work on small-scale acoustic
modems, named CORAL (Pandya
et al., 2005), spurred the research
and development of micro-modems
(Freitag et al., 2005; Lee et al., 2014),
including the well-known micro-
modem developed by the Woods Hole
Oceanographic Institution.

The field of biomimetic fish robots,
which are a type of underwater vehicle,
is another interesting research area that
attempts to make the best use of the
laws of nature. Since a fish robot utiliz-
ing biomechanics was first introduced
(Streitlien et al, 1996), many bio-
inspired underwater robots have been
investigated. The recently unveiled
GhostSwimmer, developed by the
U.S. Navy, is the newest water drone
mimicking a tuna, which operates au-
tonomously or with a tether in water
depths ranging from 0.25 to 91 m.
When operating independently, the
fish robotmust be periodically brought
to the surface to deliver the data it has
gathered.

In this article, we propose the use
of an underwater fish robot equipped
with an acoustic communicationmod-
ule for efficient underwater mobile
communication systems. If wireless
communication support is added to a
fish robot, it is possible to control the
robot and to transfer the collected data
in real time without the help of an
umbilical cable or the use of periodic
floatation, which are troublesome
and time-consuming. Furthermore,
unlike a static UWSN, the fish robot
provides insight into a new research
area, underwater mobile sensor net-
works using robotic fish as under-
water sensor nodes. For this purpose,
we first identify the immediate issues
that need to be addressed in order
to develop a micro-modem for under-
water mobile devices. In particular, we



focus on the characteristics of a spher-
ical transducer acting as a common
endpoint of the transmitter and the
receiver, the underwater channel
based on a ray tracing model, and the
requirements for the modem. Further-
more, we investigate a frame format
and a symbol structure that are ade-
quate for the data transfer requirements
of the target system, and we develop a
prototype of a micro-modem. In or-
der to verify the functionality of the
modem and the feasibility of the aggre-
gated system prototype, experiments
are conducted in a lake and river.

The remainder of this article is
organized as follows: First, we briefly
introduce the objectives and the oper-
ational scenarios of short-range under-
water mobile communication systems.
Next, we explain in detail the research
challenges regarding the realization of
micro-modems for use in underwater
mobile communication systems and
describe a design and implementation
of a micro-modem conforming to re-
quirements. Lastly, we present experi-
mental results and give concluding
remarks that include direction for fur-
ther research.
Underwater Mobile
Communication Systems
Underwater Robot System

A prevalent assumption regarding
small-sized underwater robots, such
as underwater vehicles and fish robots,
is that they either move autonomously
in water or are controlled with a tether
connected to a mother ship at the sur-
face of the water body. This is because
acoustic modems developed to date are
typically too bulky to be mounted in
underwater robots. If it were possible
to transfer data wirelessly during oper-
ation, the effectiveness of the system
would increase significantly. This is
our motivation to propose an under-
water robot system where a robot
contains an acoustic communication
module as illustrated in Figure 1a.
In the presented operational scenario,
a robot sends the collected under-
water data or is controlled in real time
via an acoustic link. In the next section,
the requirements of an acoustic modem
for small-sized underwater robots are
investigated in detail.

Underwater Mobile Sensor
Network System

Figure 1b depicts a mobile system
model that monitors underwater en-
vironments in real time. The system
consists of a docking station and
three bio-inspired fish robots. The
docking station contains an acoustic
modem to communicate with the
fish robots underwater and a gateway
that controls the radio frequency (RF)
communication to terrestrial networks.
It is also equipped with docking, dry-
ing, cleaning, and recharging modules
for fish robots. In order to locate the
robots, an ultra-short baseline (USBL)
transducer is installed in the dock-
ing station. Furthermore, each fish
robot is equipped with a thrust mod-
ule, underwater sensors, a micro-
modem, a USBL transponder, a global
March/A
positioning system module, and bat-
tery packs.

The system operates as follows:
Once a user located on shore gives a
command for underwater monitoring,
the command is delivered via an RF
communication link to the gateway
located in the docking station. Then,
three robots navigate to a designated
waypoint near the surface of the water.
After arriving at the point, they sub-
merge deeply in the water, sense en-
vironmental data, and send the data
through an acoustic communication
channel. When the assigned mission
is complete, the fish robots may return
to the docking station for cleaning and
recharging or they may navigate to
another place in order to gather data
according to a user’s command.

The specific procedure of the
acoustic communication between the
docking station and the three fish ro-
bots is as follows: Whenever the dock-
ing station needs to transmit data to
the fish robots or to receive data from
the fish robots, it sends a broadcast
message to synchronize the entities
participating in the communication
system. After the initial broadcasting
period, four time slots are sequentially
and exclusively dedicated to the gate-
way, the first fish robot, the second
FIGURE 1

Underwater mobile communication systems.
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fish robot, and the third fish robot. In
this manner, each entity sends control
or monitoring data during its own time
slot through a single acoustic channel.
Research Challenges
Transducer

The most critical problem in the
development of a micro-modem for
an underwater robot arises from the
transducer that is used to convert elec-
tric signals into acoustic waves and vice
versa. The two main properties re-
quired for a transducer to be adopted
in a robot are omnidirectivity and tiny
size. In order to support acoustic com-
munication irrespective of the position
and orientation of the robot, the use of
a spherical transducer, which has an
omnidirectional radiation pattern but
presents a lower efficiency compared
with directional transducers, is an in-
dispensable option. Furthermore, the
spherical transducer must be as small
as possible, because a large transducer
aperture is liable to disturb the natural
movement of a robot because of the
shape and weight of the transducer.
As a result, because the resonant fre-
quency of a transducer is inversely pro-
portional to its size, we have no choice
but to use a high-frequency carrier.

Figure 2 shows the ratio of the out-
put voltage (VO) of the transducer at
the receiver to the input voltage (VI )
of the transducer at the transmitter as
a function of carrier frequency and dis-
tance between the two transducers. For
both subgraphs, cylindrical spreading
(Kinsler et al., 1999), 10°C, pH 7,
and −53 dB transducer loss for sound-
ing and listening are assumed. Salinity
is assumed to be 0 in Figure 2a and
35‰ in Figure 2b to reflect fresh
water and seawater, respectively. From
the results, it is obvious that the loss in
signal strength increases significantly
50 Marine Technology Society Journa
with the increase of frequency as the dis-
tance exceeds approximately 1,000 m
in fresh water and 100 m in seawater.
In other words, the carrier frequency
becomes a crucial factor of concern be-
yond 1,000m in fresh water and 100m
in seawater under the given conditions.
Therefore, if we assume that the under-
water mobile communication systems
described above are operated at a dis-
tance of several hundred meters in salty
water, the acoustic wave emitted from
a small-sized transducer having a high
resonant frequency will experience a
large loss as a result of absorption.

Underwater Channel
The ray tracing model is one of the

widely used propagation models for
underwater acoustic signals in which
sound energy is considered as a set of
propagating rays in a fluid with a con-
stant sound speed. According to the
ray tracing model, a received signal is
represented as the superposition of mul-
tiple rays, as depicted in Figure 3a. The
signal strength of each ray is affected
by spreading and absorption in water,
transducer loss, and reflection coeffi-
cients (Chitre, 2007). For example,
the delay spreads under conditions
modeling a salty lake and a river that
will be further discussed in a later sec-
l

tion are provided in Figure 3b. Cylin-
drical spreading, a carrier frequency
of 70 kHz, and the distance of 500 m
are assumed for simulation. Reflec-
tion losses at the water surface and at
the bottom are chosen to be 0.5 and
6.0 dB, respectively. The water depth
H and the depths of transmitter and re-
ceiver, ht and hr , are set to 2 m, 0.5 m,
and 0.5 m for the result in the lake,
whereas they are set to 10 m, 1.5 m,
and 1.5 m for the result in the river.
The salinity in the lake is 35%, whereas
that in the river is 0. In addition, only
the paths within six reflections at the
surface and the bottom are included
in the results for simplicity. A key ob-
servation is that the delay of each path
decreases as the ratio of the distance to
the water depth increases. Since this
ratio is relatively high in the lake, the
delay spread becomes narrower when
compared with the result made in the
river. Thus, if the channel were suffi-
ciently static, a data rate of a few kilo-
bits per second could be achieved in
the lake. It is also seen that the signal
strength of the dominant path in the
lake is much smaller than that in the
river, owing to the increase of absorp-
tion by salinity as shown in Figure 2.

In addition to the static attenua-
tion described above, an acoustic wave
FIGURE 2

Loss in signal strength with respect to distance and frequency in underwater channels. (Color
version of figures are available online at: http://www.ingentaconnect.com/content/mts/mtsj/
2016/00000050/00000002.)



traversing water suffers from ambient
noise generated by aquatic organisms
and natural phenomena in the water.
Surface agitation by wind is another
factor to consider because it makes
the reflection of acoustic waves at
the surface irregular. Thus, in a harsh
environment where a channel is time-
varying as a result of the complex
combination of all natural and artifi-
cial causes, it is impractical to analyze
a channel theoretically. More informa-
tion on underwater acoustic channels
for general purposes can be found in
Stojanovic and Preisig (2009).

Modem Characteristics
In addition to the issues presented

by the transducer and the underwater
channel, many other challenging issues
must be considered in the devel-
opment of a micro-modem. One of
them is modem size. Because the
length of underwater robots can be
on the order of tens of centimeters,
the modem size should be as small as
possible so that the modem can be
contained in a robot. Furthermore, a
fish robot having a streamlined shape
and a couple of articulated joints re-
stricts the modem size significantly as
illustrated in Figure 1a. A communi-
cation protocol for data exchange in
an underwater channel must also be
designed. Because the data carried un-
derwater is normally short and bursty,
a packet-based protocol is preferred
because of its efficiency. On the other
hand, the data rate and working range
are not critical matters when consider-
ing the architecture and requirements
of small-scale underwater mobile com-
munication systems.
Micro-Modem
For efficient data transfer in an

underwater channel, acoustic trans-
mission technologies suitable for an
application should be defined care-
fully. In this section, we present a
simple protocol targeted for systems
executing intermittent acoustic com-
munication, such as an underwater
environment monitoring system with
biomimetic fish robots. Figure 4a
shows a physical layer frame format de-
signed for the support of packet-based
March/A
acoustic communication. The physical
layer header consists of a preamble, a
start-of-frame delimiter (SFD), and a
frame length field; it is followed by
data of variable length. Bearing in
mind that underwater sensing data or
robot control data are typically short
in length, we allocate 255 bytes for
the maximum length of data that cor-
responds to 1-byte frame length. Ad-
ditional fields can be appended if
required.

The symbol structure used to gen-
erate a modulated signal is illustrated
in Figure 4b. Because the size of the
micro-modem is highly restricted as a
result of the small size of the fish
robot, a binary modulation with non-
coherent detection that requires a sim-
ple structure and low computational
complexity is implemented. In order
to mitigate the effect of intersymbol
interference (ISI) caused by the delay
spread in an underwater acoustic
channel, the transmitting time (T ) is
followed by the guard time (TG) for
each symbol duration (TS). Therefore,
the sinusoidal carrier is generated dur-
ing T and no signal is generated during
TG for the transmission of information
bit “1,” whereas no signal is generated
during the whole TS for the transmis-
sion of information bit “0.”

Figure 5 is an actual image of the
implemented modem hardware. For
ease of loading into a fish robot, it is
FIGURE 4

Frame format and symbol structure.
FIGURE 3

Underwater channel modeled using ray tracing method.
pril 2016 Volume 50 Number 2 51



designed as a cylindrical shape that is
assembled by stacking up three circular
boards—a digital board, an analog
transmission board, and an analog re-
ception board. The digital board pro-
vides frame generation and recovery
and controls the interface with analog
boards and the other devices that act
as upper layers. In the analog trans-
mission board, a modulated signal is
amplified up to 300 V peak-to-peak
and then fed to a transducer. Analog
signal processing for detection in-
cluding amplification and bandpass
filtering is performed in the analog re-
ception board. For this application,
a tiny spherical transducer having
an omnidirectional radiation pattern
whose resonant frequency and diameter
are 70 kHz and 34 mm, respectively,
is utilized. The transducer is directly
connected to the modem hardware to
complete a micro-modem. The main
features of the developed micro-modem
are summarized in Table 1.
Performance Evaluation
Gyeongpo Lake and the Han River

were used as test sites for the outdoor
experiments, as shown in Figure 6.
Gyeongpo Lake, located in Gangneung,
Republic of Korea, is 1.6 km wide and
0.7 km long and has amaximumdepth
of 2m.Connected to the PacificOcean
52 Marine Technology Society Journa
through a small waterway, it contains
many aquatic plants and marine life
that form a colony. Normally, the
flow of water is calm except for an oc-
casional surface agitation caused by
wind. The other site is a confluence
point of two streams of the Han River
near Seoul. The width and maximum
depth of the river are approximately
500 and 10 m, respectively. As ex-
pected, the water becomes shallower
as it approaches the riverbank. The
flow velocity in the quiet state is ap-
proximately 1 knot. Small piers at the
lakeside and the riverside are utilized
as the main bases for the experiments.

In accordance with the amount of
data that is gathered by and transferred
to one fish robot at a time, 16 bytes are
allocated to the data field in the frame
l

format for the experiments. According
to the primary experiments, the output
level of the transducer at the transmit-
ter increases gradually and reaches a
steady state after five cycles of a 70-kHz
sinusoid. Thus, not only to ensure the
normal operation of the transducer but
also tomaximize the avoidance of inter-
symbol interference caused by multi-
paths, the transmitting time T is set to
five cycles of a 70-kHz sinusoid. The
rest of the symbol duration is entirely
dedicated to the guard time. For ex-
ample, when the data rates are 1 and
5 kbps, the ratio of T to TS becomes
5/70 and 5/14, respectively.

In order to examine the feasibil-
ity of the developed micro-modem,
point-to-point communication tests
were conducted. In the lake and river
FIGURE 5

Micro-modem.
TABLE 1

Specifications of micro-modem.
Feature
 Description
MCU
 STM32F103 (Cortex-M3)
Modem size (Φ × H )
 70 × 40 mm
Transducer size (Φ)
 34 mm
Resonant frequency
 70 kHz
Transducer loss
 −53 dB
Interface
 UART, SPI, USB
Supplied voltage
 14.8 V/29.6 V
Power consumption
 8 W
FIGURE 6

Experimental environments.



experiments, a modem was placed at a
pier and another modemwas located at
a boat. For the sake of convenience,
transducers were submerged only at
0.5 and 1.5 m below the surface of
the lake and the river, respectively. Ac-
cording to the experiments, acoustic
communication was possible up to a
data rate of 5 kbps in the lake and
1 kbps in the river at a distance of
500 m, as is expected to some extent
from the ray tracing model shown in
Figure 3b.

The system level prototype de-
scribed in Figure 1b was deployed
in the river for the integration tests.
First, a functional test on the under-
water acoustic communication system
was performed using a surface gateway
and three underwater nodes without
fish robots to establish the integrity
of the underwater communication
network. After that, a communication
test with the gateway and one fish
robot equipped with the micro-modem
was conducted to confirm reliable
underwater acoustic communication
for a moving object. Finally, a system
level experiment conforming to the
whole scenario explained in the previ-
ous section was executed.
Conclusions and
Future Direction

In this article, we outlined the use
of underwater mobile communication
systems where biomimetic fish robots
act as moving nodes. We determined
that providing mobility for a small
node gives rise to serious restrictions
on the design of the acoustic modem,
and we conducted a review of the un-
derwater channel characteristics that
relate to short-range acoustic commu-
nication. Based on these observations,
we explored acoustic transmission tech-
niques for the application of under-
water mobile communication systems
and developed a prototype of a micro-
modem. According to the modem level
and system level experiments carried
out in a lake and a river, the proposed
system equipped with the micro-
modem is a viable option.

Owing to the mobility of under-
water mobile communication systems,
service coverage could be enlarged or
easily reconfiguredwith a small number
ofmobile nodes; this translates into sys-
tem and cost efficiencies. Beyond the
discussions presented in this article,
it may be worthwhile to investigate
methods to improve the performance
of the micro-modem using high-speed
integrated circuits dealing with ad-
vanced transmission and reception
techniques. We believe that the discov-
ery and deployment of new convergent
systems utilizing underwater robots
with embedded micro-modems are
also challenging issues to be addressed.
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A newly designed autonomous instrument was evaluated for long-term ocean
turbulence measurements in the South China Sea from October 19, 2013, to
February 10, 2014 at 21°09.90′N, 117°42.03′E. A shear velocity time series was
collected continuously for 115 days at a single depth of 250m using two orthogonal
shear probes (PNS06). The mechanical design of wings is developed for an obser-
vation platform to achieve characteristics of stability and flexibility of current direc-
tion tracking. The depth and pitch in comparison with ambient current speed are
analyzed, and the results indicate that the platform has satisfied stability require-
ments for turbulence measurement. The comparison between the instrument head-
ing and current direction shows that the instrument flexibly responds to variations
of ambient currents. Throughout the observation period, 62% of the data sets is of
significant correlation with correlation coefficients above 0.5, and 4% is of strong
correlation. The shear velocity spectra correspond well to the theoretical Nasmyth
spectrum, and the magnitude of dissipation rates estimated from shear is approx-
imately Ο(10−8) W kg−1. The moored instrument is functional as designed and pro-
vides a reliable observation platform for extended turbulent measurements.
Keywords: turbulence measurements, moored instrument, stability, flexibility,
shear spectra
Otant role in improving our understand-

ing of the effect of the turbulence
Introduction

cean turbulence plays an impor-

mixing process on ocean circulation
dynamics and significantly improving
climatemodels. It also significantly im-
pacts the research of ocean dynamics,
energy exchanges, the marine ecolog-
ical environment, and the distribution
of suspended materials (Nikurashin
& Ferrari, 2010). Ocean turbulence
has received considerable attention in
the last few decades and has become
a popular subject in marine science
research. Measurements of the turbu-
lence mixing process are usually limited
to surveys of short duration and incom-
plete and sporadic samples in time
and space (Thorpe, 2005). Measure-
ments of dissipation rates of turbulent
kinetic energy (TKE) over extended
periods yield a valuable data set that
provides quantitative assessments of
dissipation rates and turbulent mixing
level; the technologies for long-term
measurements are therefore increas-
ingly important.

Conventionally, ocean microstruc-
ture turbulence is measured by fast re-
sponse thermistors or two orthogonal
airfoil shear probes measuring hori-
zontal or vertical shear components
(Lueck et al., 2002). Use of a micro-
structure profiler with shear probes is
a common method to measure shear
velocity data. However, the traditional
profilers, whether horizontal or verti-
cal, require fairly intensive labor and
highly trained personnel; it is there-
fore impossible to collect long-term
time series due to financial and logis-
tical constraints (Lueck et al., 1997).
By altering ships and scientific per-
sonnel, the longest time series lasted
30 days and cost more than $1 million
with conventional profilers (Moum
et al., 1995). Depending on the ad-
vantages of not requiring professional
and technical personnel, the moored
system makes it possible to take un-
attended turbulent observations. The
earlier research of moored microstruc-
ture measurements was reported by
Lueck et al. (1997). They used four
shear probes and three pairs of Seabird
sensors to measure shear and fast tem-
perature in the dissipation range of the



wavenumber spectrum. This moored
platform obtained a long time series
of turbulence measurements at a re-
duced cost for personnel and ship time.
Lueck and Huang (1999) deployed a
moored instrument in a swift tidal
channel by using shear probes and
FP07 thermistors to measure shear ve-
locity and temperature fluctuations;
the profilers collected time series of
ocean turbulence at a fixed depth for
only 8 days. Song et al. (2013) designed
the mooring turbulence observation
instruments that implemented con-
tinuous observation at a fixed level in
the Kiaochow Bay for several days. By
comparing shear probes with micro-
structure profiles MSS60, it was shown
that the moored system was reliable
to detect the microscale turbulence,
but not for long-term series measure-
ments. An autonomous instrument
(Fer & Paskyabi, 2014) was located in
a wave-affected layer. Only the velocity
spectra in the dissipation subrange can
be used for dissipation rate calcula-
tions; the shear spectra in the inertial
subrange are severely contaminated
by platform vibration, and the tem-
perature gradient spectrum in the dis-
sipation subrange is not satisfactorily
resolved. While limited to a single
depth, the measurement systems col-
lected time series for 3 weeks contin-
uously. The latest work reported by
Lueck et al. (2015) was successfully
deployed over a 2-week period in Islay
Sound; the flow speed exceeded 3 m/s,
and the depth of this channel was 53m.
These environmental conditions rep-
resented significant challenges for the
design of the mooring measurements.
In this article, we report on micro-
structure turbulence measurements
at dissipation scales from a newly
designed moored system in the South
China Sea (SCS). It was deployed at an
approximately 250-m depth in water
column and was less contaminated by
wave orbital velocities and the interfer-
ence of platform motion. The moored
instrument has continuously collected
data for 115 days with a giant storage
capacity, which represents significant
challenges for extended observations
of turbulent dissipation.

The outline of this article is as fol-
lows. The sections of instruments and
experiments mainly describe experi-
mental equipment and environmental
conditions, followed by the proposed
method to normalize the measured
data between the heading and current
direction. Subsequently, the results
and discussion mainly show the char-
acteristics of the moored instrument
including the stability, flexibility, and
spectral analysis of the microstructure
shear velocity data. The conclusion
presents some additional measures to
improve the mechanical design of the
system.
Instruments
Mechanical Structure

The moored turbulence measur-
ing instrument (MTMI; Figure 1) is
an ocean turbulence measurement sys-
tem designed to collect microstructure
shear time series at a fixed level. The
mechanical structure of the MTMI
mainly includes five divisions: the nose
March/A
section, the instrument cabin, the bat-
tery cabin including rechargeable alka-
line battery packs, the latter float body
made of buoyancy materials, and the
crossed wings. The nose section is a
semicircular head, in which two orthog-
onal shear probes (PNS06; Wang et al.,
2014) are mounted to measure fluctu-
ations of cross-stream velocity (∂w/∂x,
∂v/∂x) and hydrodynamic lift force in-
duced by the ambient turbulent flow.
Four guard rings are attached to pro-
tect the shear probes from being dam-
aged during the experiments. The
main circuit boards and attitude sen-
sor (MTI) measured three-axis accel-
eration signals (Ax, Ay, Az ), and the
motion behaviors of the instrument
(heading, ψ; pitch, θ; and roll, ϕ) are
installed in the instrument cabin. The
MTMI is powered by battery packs,
each rated for 40 Ah at 9-V DC, pro-
viding an estimated operating time of
approximately 6 months. Balance
weight is contained in the latter float
body; the horizontal and vertical tails
contained in the wings are used
to maintain balance and control the
direction of the main floating body
under the sea. Particularly, the crossed
wings make it possible for the MTMI
to track variations of current direction
and to maintain its position counter to
the coming flow. The instrument is a
low-drag buoy that can be used as the
FIGURE 1

Mechanical features of the MTMI.
pril 2016 Volume 50 Number 2 55



upper buoyancy element or integrated
at the desired depth in a mooring line.
To obtain accurate turbulence sig-
nals, the platform should be stable
under severe interference (termed anti-
interference) and responds rapidly to
changes of current direction. There-
fore, the structure of the MTMI is
designed to be streamlined to reduce
resistance. The assembled MTMI
weighs approximately 254.9 kg, with
a net buoyancy of 12 kg in seawater.
It has an overall length of 3.0 m and
a maximum diameter of 50 cm. The
maximum working depth of the whole
MTMI is 4,000 m, which complies
with requirements for working in the
deep sea.

To permit the instrument head-
ing to rotate in response to changes in
current direction, the hydrodynamic
torque of the wings’ force must be
larger than the heading force, which
depends on the mechanical structures
of the main body and the wings of
the instrument. According to the re-
quirements of fluid mechanics, the
wings of the MTMI are designed to
be cruciform, and two vertical and hor-
izontal fins of the wings are separated
in this experiment. The crossed fins
at the rear provide the torque for rota-
tion and stabilize the pitch motions.
The area of countering flow for one
fin is approximately 2.75 × 105 mm2

(Figure 2), and the torque of the wings
has been programmed to force larger
than the heading force. In short, the
streamlined body and crossed wings
contribute to improving the stabiliza-
tion and flexibility of the platform.

Coordinate System
TheMTMI system is a right-handed

Cartesian coordinate system that has
the following axes: x, which is along
the major axis of the instrument and
is positive pointing forward. The y axis
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points to the port side of the instru-
ment and is positive athwartship, and
z is directed positive upward (Figure 3).
Accordingly, the instrument heading
(ψ, rotation around the z axis) is posi-
tive counterclockwise, ranging from
−180° to 180°. Pitch (θ, rotation around
the y axis) is positive when the nose is
down, ranging from −90° to 90°, and
roll (ϕ, rotation around the x axis) is
positive when the instrument rolls port
side up, ranging from −180° to 180°.
For nonzero values of pitch and roll,
the vertical axis is not aligned with the
acceleration of gravity g. The MTI
motion sensor mainly records the three-
axis accelerations of the Ax, Ay, Az, and
these three acceleration signals also
follow the above coordinate system.
Experiment
Deployment

The moored instrument MTMI
was deployed in the SCS on October
l

19, 2013, and recovered on February
10, 2014, at 21°09.90′N, 117°42.03′E
(Figure 4). It was anchored at a depth
of approximately 250 m in the SCS;
this method of deployment was sim-
ilar to other moorings. First, the in-
strument was lowered into the deep
water, followed by the flotation sphere.
Subsequently, the remainder of moor-
ing line was deposited under tension
until the anchor had boarded the
ship. During the experimental period,
the instrument MTMI had already
sampled 28.5 GB of turbulence shear
voltage data for a continuous 115 days
that yielded a valuable database for
further research of the turbulent dis-
sipation and evolution processes in
the SCS.

The Mooring System
The whole mooring system used

for long-term ocean turbulence ob-
servation can be divided into four
subdivisions (Figure 5) based on their
different uses. The Sea-Bird Elec-
tronics (SBE37SM-RS232) CTD sen-
sor and the MTMI are attached in
part I. TheCTD systemmainly records
the water temperature, conductivity,
and depth of the MTMI. The in-
strument MTMI is assembled for ob-
serving microstructure shear velocity
fluctuations. To stabilize the obser-
vation platform, a turbulence instru-
ment needs to be embedded in the
streamlined floating body made of
buoyant glass microsphere material.
Part II contains the Doppler current
meter (RCM 11) measuring the am-
bient current speed (cm/s) and current
direction (°) in the deep sea. Measure-
ments are compensated for instrument
tilt and referred to magnetic North by
using an internal solid state compass.
A microprocessor computes vector-
averaged current speed and direction
over the last sampling interval. An
FIGURE 2

Size of each fin of the wings.
FIGURE 3

The right-handed Cartesian coordinate system
of the instrument and rotation for pitch (θ), roll
(ϕ), and heading (ψ).



acoustic release in part III is utilized
to recover the moored instrument
MTMI. The last part is the anchor
block, providing gravity for the whole
system to make the instrument be
in equilibrium. When the acoustic
release receives instructions to release
the anchor block, the system will
float up driven by the buoyancy ele-
ments. The MTMI is located at a
depth of approximately 250 m, and
several groups of glass floats provide
buoyancy, keeping the submerged
buoy straight together with the anchor
at the bottom.

In a general diagram of the moored
system (Figure 5), the whole system
weighs 1636.13 kg including approxi-
mately 1,000 kg of gravity anchor. Its
static buoyancy in water is 190.41 kg,
and the mooring line is 300 m long.
The type and layout of the instruments
can be flexibly adjusted according
to the actual situation. A variety of
ocean instruments are hung in the
submerged buoy, and the distribu-
tions of the equipment are ordered at
a certain depth.
Sampling
The battery packs are configured

in cyclic sampling, which can supply
enough power to allow the MTMI to
operate at predetermined intervals.
The duty cycle of the moored instru-
ment is 3 min on and 12 min off.
The sampling rate of shear sensor is
set to 1,024 Hz, and the MTI sensor
is set to 120 Hz, which is mounted
by a right-handed coordinate. The
sampling interval of RCM and the
Sea-Bird CTD system is set to 60 s.
March/A
Data are recorded in 16 CompactFlash
memory cards, with a capacity per card
of 16 GB.
Methodology
Data Normalization

According to the requirements of
turbulence observations, platform mo-
tion features are analyzed by using
the experimental data for turbulence
detection; the instrument has been
greatly improved after several tests in
the coast. In the design of the moored
turbulence observation instrument,
the system balance and the rotation
in response to changes in the direction
of flow orientations are two significant
parameters; thus, an effective analysis
method is necessary to illustrate the
rational design of the turbulence plat-
form. Accordingly, the instrument
heading is positive counterclockwise,
ranging from −180° to 180°, but the
samples of current direction acquired
by RCM are positive clockwise, rang-
ing between 0° and 360°. Due to
their different sampling rates and
ranges between the MTI motion sen-
sor and the RCM, we need to normal-
ize the two data arrays of the heading
and current direction before process-
ing and analyzing them. First, the
values of the heading will be rotated
180° to normalize with the current di-
rection in the same range of 0°–360°.
Second, the sample rates of the head-
ing signals will be changed by re-
sampling them as averaged in 3-min
segments in which there are more
than 20,000 points. During the re-
sampling process, an anti-aliasing or
low-pass finite impulse response (FIR)
filter is applied to compensate for the
filter’s delay; it provides an easy-to-
use alternative method, relieving the
user’s need to supply a filter or com-
pensate for the signal delay introduced
FIGURE 4

Map showing the deployment region and the location of the MTMI at 21°09.90′N, 117°42.03′E
(red square).
FIGURE 5

General diagram of the whole mooring system
as deployed in the SCS.
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by filtering. Finally, a statistical average
method is used to process the normal-
ized data between heading and cur-
rent direction. Actually, the average
method is an arithmetic average, which
has the advantage of simplicity and
practicality in calculating average values.
Although this method may result in
some deviation between predicted val-
ues and the actual values, it does not
affect long-term observations of track-
ing the current direction due to the large
amount of heading data.

Correlation Analysis
The correlation analysis is a sta-

tistical method to describe statistical
relationships between two or more
random variables or observed data
values. It can be interpreted as a cor-
relation coefficient that illustrates a
quantitative measure of some type of
correlation and dependence. The vari-
ations of correlation coefficients are
always between −1 and +1. If two var-
iables are perfectly related in a positive
linear sense, the correlation coefficient
is equal to +1. On the contrary, a cor-
relation coefficient of −1 indicates that
two variables are perfectly related in a
negative linear sense. When the coeffi-
cient is zero, it suggests that there is no
linear relationship between the two
variables. Different values of correla-
tion coefficients indicate the different
related levels between two variables
(Cheng et al., 2006; Sandomirski,
2015). To develop the MTMI’s flexi-
bility to track the changes of current
direction, canonical correlation analysis
(CCA) is introduced to analyze the
correlation between the current direc-
tion and heading. If the obtained data
tend to co-occur in two arrays, they are
highly correlated and tend to be com-
bined into a single dimension in the
new space. We can try to find projec-
tions of each representation separately
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such that the projections are maximally
correlated. The correlation coefficient ρ
is given as in Equation (1).

ρX ;Y ¼ corr X ;Yð Þ ¼ cov X ; Yð Þ
σXσY

ð1Þ

where X and Y are two variables in
matrices or vectors of the same size.
Conventionally, the absolute value of
a correlation coefficient above 0.5 in-
dicates that the related level between
two variables is significant (Lai & Fyfe,
2012). Through the correlation anal-
ysis between heading and current direc-
tion, it is easy to deduce results about
the flexibility of theMTMI to track the
variation of current direction.
Results and Discussion
To evaluate the effectiveness of a

moored turbulence observation plat-
form, the stability of the instrument
at a fixed depth; the angle of attack
(AOA), interpreted as the attitude of
pitch and roll (Moreau et al., 2005);
and the flexibility of tracking current
direction are crucial parameters that
need to be estimated as accurately as
possible for high quality of dissipation
rates. In short, the accuracy of mea-
sured turbulence data is affected by
the stability of the moored system,
the platform motion behavior under
appropriate environmental conditions,
and the flexibility.
Stability of the Platform
The stability of the moored plat-

form mainly includes the variation
of depth and pitch with respect to
current speed. Thus, the stability of
the system is described and analyzed
through measured data: depth and
pitch, where depth data are acquired
by the CTD system and pitch is mea-
sured by MTI sensor. Ideally, the
l

MTMI should be fixed at a point
above the anchor. Actually, the instru-
ment is forced by the buoyancy and
tension from the mooring line. The
evolution of depth and pitch with cur-
rent speed will stabilize the MTMI.
On the one hand, the pitch of the in-
strument is unaffected by the varia-
tions of current speed. With further
increases in speed, the pitch ranges
about 0° ± 15° (Figure 6a, left). Statis-
tics suggest that, for 85% of the data
set throughout the whole observation
period, the pitch reaches zero, which
indicates that the orientation of the
platform is nearly always stable for
long-term turbulence measurements.
On the other hand, the average depth
of MTMI is about 247m for zero flow.
With the current speed increasing, the
depth of the instrument ranges from
247 to 270 m (Figure 6b, right). The
instrument is located at a fixed depth
of approximately 250 m because the
mooring line between the anchor and
the main float body is extremely tight
and the depth limitation of MTMI is
determined by the quality of syntactic
foam. In summary, the pitch is unaf-
fected by current speed from large-scale
time series, and the platform is always
moored at an approximate depth of
250 m. The whole moored system has
satisfied the measured requirements for
stability with an appropriate design for
turbulence observations.

Platform Behavior
and Accelerations

The acceptable quality of turbulence
measurements is limited to a small
subset of environmental conditions
—the flow speed, the AOA, and plat-
form vibration accelerations. The time
series of current speed measured by
the RCM instrument during the
time-extended deployment indicates
that the environmental conditions



ranging from 0.1 to 0.42 m/s is rela-
tively stable. In addition, the average
horizontal current speed past sensors
is about 0.24 m/s (Figure 7a), which
is sufficiently greater than an estimate
of the turbulent velocity. A good esti-
mate of the AOA time series felt by
shear probes will allow for reliable cal-
culation of dissipation rates (ε) of turbu-
lent energy. When the AOA is smaller
than ±20°, the output of shear probes
can respond linearly to cross-stream ve-
locity fluctuations times the horizontal
velocity U (Paskyabi & Fer, 2013).
In this article, the AOA can be inter-
preted as the instrument behavior that
is gauged by the variations of pitch and
roll (Lueck & Huang, 1999). Time se-
ries of pitch and roll is roughly consid-
ered as constant with the average
values of θ = 4.5° and ϕ = 5.44°, re-
spectively, in 6 days (Figure 7b).
Throughout the long-term observation
period, the variations of pitch and roll
of the instrument are relatively at zero
for large-scale turbulent measurements.
The vibrations and accelerations mea-
sured by MTI sensor are the other pa-
rameters to describe the behavior of the
platform and environmental forcing.
When the accelerations are scaled by
current speed, the signals from the lon-
gitudinal (Ax) and athwartship (Ay) ac-
celerations (Figure 7c) divided by the
speed are always small compared with
the shear probe signals.

The Flexibility of Tracking Flow
The alignment of the instrument

with the ambient current direction is
critical for successful turbulence mea-
surements. We originally intended
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to compare the instrument heading
against the current direction reported
by the RCM. The RCM is rigidly
fixed to the instrument, and one axis
is always parallel to the shaft of the
shear probe, which allows for reliable
estimates of turbulence. The ability
of the moored instrument to track
flow direction refers to the flexibility
of the heading rotating in response to
variation of flow orientations, which is
used to describe the state of the mea-
suring platform. The angle of approx-
imately 180° between heading and
current direction indicates that the in-
strument heading keeps counter to the
state of aligning with the coming cur-
rent direction; that is to say, the axis
heading should always be parallel to
the changes of current direction (Fer &
Paskyabi, 2014; Lueck et al., 1997).
Therefore, the flexibility of the MTMI
responding to the changes of current
orientations depends on the instru-
ment heading and the mean ambient
current direction. From the perspective
of Figure 8, the instrument heading is
aligned with the ambient current di-
FIGURE 6

Large-scale time series of pitch and depth in comparison with current speed. (a) Time series of
pitch with current throughout the whole observation period of 115 days. (b) The location of the
moored instrument in SCS for 115 days is assessed by depth data measured by the CTD system
and current speed measured by the RCM instrument.
FIGURE 7

Time series of the attitude sensor and accelerations in January 13–18, 2014, in the SCS experi-
ment. (a) Horizontal current speed measured by RCM. (b) Pitch and roll measured by MTI motion
sensor. (c) The longitudinal (Ax) and athwartship (Ay) accelerations.
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rection, opposing the incoming flow
(Figure 8a). For comparison with cur-
rent direction, the heading has been
subtracted 180°, where the horizontal
axis of time series is expressed in days
and the vertical axis refers to the de-
gree of direction. The black (solid)
line is almost overlapped by the gray
line (Figure 8b). The absolute differ-
ence is lower than 10°, satisfying the
requirement of AOA (Fer & Paskyabi,
2014). In addition, the correlation
coefficient between the heading and
current direction is 0.66 suggesting
that their similarity is 66%. The dif-
ference between the current direction
and the axis of heading is small,
which indicates that the moored
instrument is applicable to measure
ocean turbulence.

The MTMI has been deployed for
a total of 115 days in the SCS from
October 19, 2013, to February 10,
2014. In addition to some incomplete
and sporadic data for 18 days, there are
a total of 97 days with complete data
samples. A large proportion of correla-
tion coefficient is focused on the range
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of 0.50–0.9, and the proportion of all
the coefficients is shown in Table 1.
For 62% of the data set, the correlation
coefficient is above 0.5, indicating a
significant correlation relationship be-
tween the heading and current direc-
tion, and 40% is of high correlation
(Table 1). The larger correlation coef-
ficients, the stronger the correlation
between the measured heading and
current direction will be. The results
illustrate that the instrument head-
ing of MTMI has a good flexibility
in response to the changes of current
direction. In short, under the given
l

mechanical design, the instruments
can response flexibly to the variations
of current and consistently follow the
current direction. Throughout the
whole observation period, the correla-
tion coefficients between heading and
current direction are above 0.5 for 62%
of the data set, which means that 62%
of the turbulence data are effectively
available for the research.
Spectra Analysis
The performance of the moored

instrument for measuring turbulent
shear velocity is gauged by examining
samples of unprocessed data.Generally,
wavenumber spectrum is a commonly
used method to evaluate the character-
istics of turbulence. The shear spectra
Φ( f ) in frequency domain are con-
verted into the wavenumber domain
by using the Taylor’s frozen turbulence
hypothesis, where Φ(k) = UΦ( f ) and
k = f /U; U is the mean flow velocity.
The dissipation rate of the TKE is cal-
culated by integrating the wave num-
ber spectrum for assuming isotropic
turbulence (Voulgaris & Trowbridge,
1998).

εi ¼ 7:5v
∂ui
∂z

� �2

¼ 7:5v
ðkc
k0

ψi kð Þdk m2s−3
� � ð2Þ
FIGURE 8

The flexibility of the heading rotating in response to variations of the current direction. (a) Current
direction measured by RCM (black), and the instrument heading measured by MTI attitude senor
(gray). (b) Current direction (black) in comparison with the heading, which has been subtracted
180° (gray). The correlation coefficient between the heading and current direction is 0.66.
TABLE 1

The proportion of correlation coefficients and the corresponding degree of correlation between the
instrument heading and current direction in 97 days.
Correlation Coefficients (−)
 Proportion (%)
 Degree of Correlation (−)
0–0.3
 19
 Weak positive correlation
0.3–0.5
 19
 Low correlation
0.5–0.7
 22
 Significant correlation
0.7–0.9
 36
 High correlation
0.9–1.0
 4
 Strong correlation



where ψi(k) is the shear spectrum mea-
sured by shear probe 1 (i =1) and shear
probe 2 (i = 2), v (v ≈ 1.64 × 10−6m2 s−1)
is the kinematic molecular viscosity as
a function of the local water tempera-
ture, k denotes the wavenumber, and
the overbar denotes a spatial average.
The k0 is the lower integration limit,
and the kc is the Kolmogorov wave
number, where kc = (ε/v

3)1/4. The em-
pirical model for the turbulence spec-
trum determined by Nasmyth (1970) is
utilized to set the lower and upper inte-
gration limits of the spectrum (Oakey,
1982; Zhang & Moum, 2010). The
acceptable measurements of dissipation
rate are obtained directly by using the
shear probes.

In the wavenumber domain, the
variance of the shear resides mainly at
wavenumbers between 1 and 100 cycles
per meter (cpm; wavelength of 0.01 to
1 m). The noise signals are mainly in-
duced by turbulence eddies, and the
phenomenon of a Karman vortex street
excludes the disturbance of gravity
waves. When the moored instrument
is located in the deep ocean to observe
turbulence, viscous fluids flow through
the bluff body, and the phenomenon
of a Karman vortex street is generated
behind a circular cylinder in the water
flow field. In short, this phenomenon is
indirectly caused by interaction of the
mean flow with the cable, and results
in vibration signals. The acceleration-
coherent vibration can be removed
from the shear signals with the tech-
nique deduced by Goodman et al.
(2006). The rate of dissipation has de-
creased approximately two times for
the mean flow velocity U = 0.25 m s−1.
Both the raw shear spectra (Figure 9,
Sh1 and Sh2) and the cleaned spectra
(Figure 9, Sh1-clean and Sh2-clean)
conformwell to the theoreticalNasmyth
spectrum in shape and level. The peak
of noisy signals in the shear spectra at
approximately 24 cpm induced by the
Karman vortex street is partly removed
using a coherent noise removal algo-
rithm, further proving that the platform
is stable for measuring turbulence.
Conclusions
The MTMI was successfully de-

ployed at a depth of approximately
250 m in the SCS. It was demon-
strated that effective turbulence data
can be measured and collected using
the MTMI developed by OUC at a
fixed depth for a long-term observa-
tion. The results show that 85% of
March/A
the pitch is unaffected by variations
of the current speed from the large-
scale time series. For the whole obser-
vation period, 62% of the correlation
coefficients is over 0.5, demonstrating
the significant correlation between
heading and current direction. With
the given mechanical design, the in-
strument always keeps a counterflow
state and can respond flexibly to the
changes of current direction. Themag-
nitude of dissipation rates of TKE
estimated from the shear probes is
approximately Ο(10−8) W kg−1 at a
known mean flow speed U = 0.25 m/s,
and the power spectrum curves match
closely with the empirical Nasmyth
spectrum. The newly designed instru-
ment MTMI has proven to be an
effective platform for long-term mea-
surements of microstructure turbu-
lence. In addition, to further improve
the stability and flexibility of moored
system, the design of the wings needs
to be improved in some aspects, such
as altering the materials or increasing
the area of the wings.
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in a Junction Box for Chinese Experimental
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A B S T R A C T

Good heat dissipation is highly significant for long-term reliable functioning of a

junction box (JB) for a cable ocean observatory network. An innovative heat dissipa-
tion system consisting of circumferentially equi-spaced chassis heat sinks and an
adaptive elastic support structure is proposed based on the analysis of the cooling
mechanism of the JB. A temperature field model of the JB is established. The param-
eters include seawater pressure, precision of machine workpieces, seawater flow
rate, and thermal contact resistance. A 3D dynamic simulation of heat dissipation
is conducted using the commercial software ANSYS to describe the temperature
field inside the JB. The proposed heat dissipation system is applied and tested
on a laboratory setup of the Experimental Underwater Observatory Network System
of China. Experimental results agree well with the theoretical model and simulated
results. The increase in maximum temperature in the JB is between 7°C and 10°C
under different sea conditions.
Keywords: heat dissipation system, ocean observatory network, junction box,
temperature field model, contact thermal resistance
oping a deep understanding of the role
of oceans and elucidating the complex
Introduction
The ocean covers 70%of the earth’s
surface and extensively influences the
environment. However, the nature of
the ocean is poorly understood. Devel-

physical, biological, chemical, and geo-
logical processes operating therein rep-
resented a major challenge in the early
21st century (Favali et al., 2015). Ca-
bled ocean observatory networks have
been installed to helpmeet the challenge.
These networks provide abundant
power and high bandwidth commu-
nications to remote-controlled sensors
and scientific instruments which gather
real-time data and imagery. Some rele-
vant cabled ocean observatory networks
have been developed and deployed
around the world. North-East Pacific
Time-series Undersea Networked
Experiments (NEPTUNE) Canada,
Monterey Accelerated Research System
in America, Dense Ocean Network for
Earthquake and Tsunamis in Japan,
and European Seafloor Observatory
Network in Europe can provide long-
term, real-time, and continuous data
(Chave et al., 2004; Priede et al.,
2004; Howe et al., 2006; Barnes &
Tunnicliffe, 2008; Kawaguchi et al.,
2008; Aguzzi et al., 2011). A similar
network, the Experimental Seafloor
Observatory Network System, has
been developed and will be deployed
in the South China Sea in the near fu-
ture. This network is the first attempt
at building a regional cabled observa-
tory network in China. The structure
of the cabled ocean observatory net-
work, which consists of a shore station
(SS) layer, junction box (JB) layer, and
terminal science instrument (SI) layer,
is shown in Figure 1. Backbone and
water-tight cables are used to connect
the different layers.

The JB is the intermediate process-
ing unit between the SS and SIs on
March/A
the seabed. This layer is responsible
for power conversion, communication
transmission, and time synchroniza-
tion. Long-term working reliability of
the JB is essential to the normal oper-
ation of the entire observatory network
under the extreme environment of the
deep sea (Chen et al., 2012). In this
study, the JB is divided into two sec-
tions, namely, power conversion and
control cavities. The power conversion
vessel is mainly used to realize power
conversion and distribution for the
whole underwater network. Power
consumed by heat dissipation of each
power conversion vessel, which is lim-
ited by the power conversion efficiency,
reaches hundreds of watts at full load
operation. Electronic components and
instruments generally need a compara-
tively large and ventilated environment
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for effective heat dissipation.However,
the submarine JB is usually designed
as a sealed cylindrical cavity. Compact
structure and small space occupancy is
preferred because of deep-sea working
conditions and layout requirements.
Therefore, traditional terrestrial heat
dissipation technologies cannot be ap-
plied in the JB because of the restrictive
circumstances. A proper and innova-
tive heat dissipation scheme is designed
for the submarine JB through compre-
hensive heat transfer analysis to meet
the demands for a highly reliable and
long-term operation.

The paper includes six sections.
Heat dissipation mechanism and struc-
tural design of the JB is presented in
Heat DissipationMechanism and Struc-
tural Design of the JB. Model for the
ThermalConduction of the JB addresses
the thermal conduction of the JBmodel,
whichmainly includes themathematical
model of the temperature field, calcula-
tionmodel for contact thermal resistance,
and computation of the convective heat
transfer coefficient. Software simula-
tion analysis is presented in Software
Simulation Analysis. Experimental re-
sults are shown and analyzed in Exper-
imental Results. Conclusion concludes
the study.
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Heat Dissipation
Mechanism and Structural
Design of the JB

The majority of the studies on the
heat dissipation of deep-sea mechan-
ical and electrical equipment have
focused on the fields of remotely oper-
ated vehicles, autonomous underwater
vehicles, and manned submersibles
(McDonald & Naiman, 2002; Petitt
et al., 2004). Only a few studies have
investigated the heat dissipation of a
submarine JB, and hardly any tradi-
tional terrestrial mature heat dispersal
technique can be applied directly. In
this study, a heat dissipation system
that refers to the submersible Alvin
of the Woods Hole Oceanographic
Institution is designed by considering
the heat dissipation mechanism, the
practical necessities of the JB, and the
characteristics of the surrounding en-
vironment. The JB is surrounded by
cold water, which can be used to dis-
perse the heat on the exterior wall of
the vessel through heat convection.
The solid-state electronic components
and other heat source components
should be mounted onto the interior
wall of the cylindrical vessel to transfer
heat via direct contact, which is theo-
l

retically the fastest means to dissipate
heat. However, this scheme is difficult
to implement and cannot guarantee
system reliability. A good heat transfer
medium between heat sources and the
interior cylinder wall of a vessel with
high thermal conductivity is designed.
Thus, an effective heat dissipation
scheme for the JB is realized.

The heat dissipation pathway from
the internal distribution heat source
of the JB to the external seawater is as
follows: heat source → interlayer heat
transfer medium → cylinder wall of
the JB → seawater. Figure 2 shows the
thermal resistance network of the de-
signed pathway. Rmi and Rju are the
thermal resistances of the interlayer
heat transfer medium and cylinder wall
of the JB, respectively. Rso-mi represents
the contact thermal resistance between
the heat source and the interlayer heat
transfer medium. Rmi-ju depicts the con-
tact thermal resistance between the in-
terlayer heat transfer medium and the
interior cylinder wall of the JB. Rju-am
shows the contact thermal resistance
between the exterior wall and seawater.
Rso-mi , Rmi-ju , and Rmi are related to
the thermal conductivity coefficient
of the interlayer heat transfer medium.
In the “Observatorio Submarino Ex-
pandible” (OBSEA) JB (del Río et al.,
2013), air is used as the primary me-
dium for heat transfer from the elec-
tronic components to the interior wall.
Rso-mi , Rmi-ju , and Rmi represent the
heat resistance of the natural convection
between air and heat sources, between
air and the interior wall of the vessel,
and the heat resistance of air itself, re-
spectively. The JB of NEPTUNE uses
metal, which has considerably higher
thermal conductivity than air, as the
interlayer heat transfermedium and ob-
tains good heat dissipation effect. The
electronic components are mounted
onto a chassis (i.e., an invertedT-shaped
FIGURE 1

The structure of the cabled ocean observatory network. (Color version of figures are available
online at: http://www.ingentaconnect.com/content/mts/mtsj/2016/00000050/00000002.)



structure made of aluminum) for heat
dissipation. However, the heat trans-
fer pathway of the T-shaped structure
is relatively long, and all the electronic
components mounted onto the same
structure centralize heat sources at a
high local temperature (Woodroffe
et al., 2008).

In the proposed design, four cir-
cumferentially equi-spaced aluminum
chassis heat sinks that coupled well
with the interior cylinder wall of the
JB are designed to disperse heat. Fig-
ure 3 shows the structure of the JB
with part of the heat sinks and the in-
ternal electronic components. Power
converters and other heat sources
are fixed onto the heat sinks. High-
precision mechanical processing of
the heat sink curved base can match
properly with the interior cylinder
wall of the vessel and allow vertical
heat transfer between heat sources and
seawater. Microdeformation occurs
when the JB is deployed on the sea-
bed at a water depth of 2,000 m. The
maximum deformations on the radial
and axial directions are approximately
0.225 and 0.732 mm, respectively, ac-
cording to the finite element analysis.
The deformation patterns of the vessel
are shown in Figure 4. Therefore, an
adaptive elastic support structure is
designed to push the heat sinks that
are securely attached onto the interior
wall of the vessel. The supporting
structure can enable the heat sinks to
adapt to wall deformation by flexing
the springs. This design increases the
cooling area of the power converters,
shortens the cooling path, and enlarges
the available space. Furthermore, com-
pared with the oil immersion heat dis-
sipation method, the proposed method
avoids the risks of oil immersion of the
electronic components and oil expan-
sion when the oil is heated during the
heat transfer process.
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Model for the Thermal
Conduction of the JB

Figure 5 shows the heat dissipa-
tion process of the JB, in which the
power converters initially dissipate heat
through the chassis heat sinks. The
high machining accuracy of the con-
tact surfaces and the high heat conduc-
tivity of the aluminum chassis heat sinks
make the contact thermal resistance
Rso-mi sufficiently small, and thus, it
can be disregarded. The thermal resis-
tance of the middle-layer medium
(chassis heat sinks), Rmi, significantly
decreases because of the direct vertical
heat dissipation path from which the
heat sources move outward. Contact
thermal resistance Rmi-ju between the
curved base and the interior wall of
the vessel is affected by machining
accuracy and normal pressure. There-
fore, increasing machining accuracy
and spring length can reduce Rmi-ju.
The values of the thermal resistance
of the titanium wall of the vessel Rju
and the heat resistance Rju-am between
the exterior wall and seawater are fixed.
The proposed design can optimize the
dissipation performance of the JB.
FIGURE 2

Heat dissipation pathway of the JB.
FIGURE 3

Structure of the JB.
FIGURE 4

The deformation patterns of the vessel.
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Mathematical Model of the
Temperature Field of the JB

Establishing an accurate model for
the temperature field is difficult be-
cause of the complex structure of the
JB. The geometry of the 1/4 cross sec-
tion of the JB is depicted in Figure 6(a).
The squeeze method is adopted to sim-
plify the structure of the JB into two
2D models that consist of multilayer
cylinder walls (Figures 6(b) and 6(c)).

The cooling condition of the actual
structure is obviously worse than that of
the structure depicted in Figure 6(b)
but better than that of the structure
depicted in Figure 6(c). As shown in
Figure 6(b), the heat sinks are evenly
distributed on the interior wall of the
cylinder and the thickness of the chassis
heat sink is decreased. These charac-
teristics reduce thermal resistance. By
contrast, Figure 6(c) shows that heat
sinks are unevenly distributed on the
interior wall of the cylinder and that
the thickness of the chassis heat sink
is increased. These characteristics en-
hance thermal resistance. The tempera-
ture field models for the cross section in
both structures are established accord-
ing to the heat conduction differential
equations and boundary conditions.
Thus, the temperature range of the ac-
tual structure is determined.
FIGURE 5

Heat dissipation of the JB.
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The heat conduction differential equation of the cylindrical coordinate sys-
tem is as follows (Kays et al., 2012):
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The temperature field of the JB is in a steady state, so ρc
∂T

. The heat source

∂τ

has a steady conduction, and the heat power density is Φ
: ¼ 0. The problem is

simplified to 1D heat conduction along the radial direction when the symmetry
of the structure is considered. The simplified heat conduction differential equa-
tion can be written as follows:

d
dr

r
dT
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� �
¼ 0 ð2Þ

The analytical solution is as follows:

T ¼ C1 ln r þ C3 r0 < r < r1−ð Þ
C2 ln r þ C4 r1þ < r < r2ð Þ

�
ð3Þ

where C1, C2, C3, and C4 are all constants.
The boundary conditions are as follows:

Φ ¼ �λ12πr1l
dT
dr

����
r¼r1−

ð4Þ

Φ ¼ �λ22πr1l
dT
dr

����
r¼r1þ

ð5Þ
FIGURE 6

(a) The geometry of 1/4 cross section of the JB. (b) 1/4 cross section of simplified model I. (c) 1/4
cross section of simplified model II.
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T r1�ð Þ � T r1þð Þ ¼ Rmi�juΦ ð6Þ

Φ ¼ hA T r2ð Þ � T∞½ � ð7Þ

The constants in Eq. (3) are written as follows:

C1 ¼ �Φ
2πλ1l

;C2 ¼ �Φ
2πλ2l

;C3 ¼ Φ ln r1
2πλ1l

þΦ ln r2=r1ð Þ
2πλ2l

þ Φ
2πr2lh

þ Rmi−juΦþ T∞;

C4 ¼ Φ ln r2
2πλ2l

þ Φ
2πr2lh

þ T∞

where λ1 is the heat conductivity coefficient of aluminum, λ2 is the heat conduc-
tivity coefficient of titanium, l is the length of the chassis heat sink, h is the con-
vective heat transfer coefficient between the outside wall of the JB and seawater,
T∞ is the temperature of seawater, and Rmi-ju is the contact thermal resistance be-
tween the curved base of the chassis heat sink and interior wall of the vessel. The
interface that between the curved base and the interior wall of the vessel cannot
meet continuous conditions when deformation of the vessel happens in deep sea
or influenced by the machining precision of the heat sinks and vessel. Therefore,
the contact thermal resistance Rmi-ju is introduced. Φ, r1, r2, λ1, l, and T∞ are
all known. Hence, the exact temperature field models of two simplified structures
can be established when Rmi-ju and h are obtained. The temperature range of the
actual structure is also obtained.
Calculation Model for Contact Thermal Resistance Rmi-ju

Thermal contact conductance is indispensable for the heat dissipation of the
JB. The heat transfer coefficient can be obtained via assembly tests. However, the
obtained value will be conservative because surface pattern parameters and contact
conditions vary considerably under diverse circumstances. An appropriate and ef-
fective established model can predict the contact heat resistance Rmi-ju of the JB.
The possible minimum contact heat resistance can then be determined by analyz-
ing the model.

The geometric structure of rough surfaces is random, and roughness features
are identified at a large number of length scales in accordance with the Gaussian
distributionmodel (Majumdar& Bhushan, 1990). Amodel is then established by
implementing random simulations to analyze roughness features using the Monte
Carlo method. A numerical model is developed to obtain the contact thermal re-
sistance on the macroscopic scale according to the calculation of each single ther-
mal resistance on the microscopic scale.

Machined surfaces have asperities that are isotropically and homogeneously
distributed (Dyachenko et al., 1963). The surface model can be established
under the assumption that the asperities are circular cones with equal apex angles
that rest on a base plane (Leung et al., 1998). Two contact surfaces are equivalent
to a rough surface and a smooth plane with a rigid contact (Hsieh, 1974). Char-
March/A
acteristic parameters of the equivalent
rough surface are obtained as follows:

σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ21 þ σ22

q
ð8Þ

m ¼ 1
1
m1

þ 1
m2

ð9Þ

H ¼ min H1;H2f g ð10Þ

where σ1 and σ2 are the roughness
values of the two surfaces, m1 and m2

are the slopes of the circular cones, and
H1 and H2 are the hardness values of
the two surfaces.

A random number matrix is gen-
erated using Monte Carlo method to
simulate the peaks of the rough surface
distribution. The distances between
the peaks and the contact plane under
the applied pressure are described as
follows:

Δi ¼ zi � d ð11Þ

where Δi is the distance between the
peaks of circular cones and the contact
plane, zi is the summit height of the
circular cones measured from the base
plane, and d is the distance between
the contact plane and the base plane.

Figure 7 shows that Δi is only
meaningful when it is positive, which
implies the contact between the circu-
lar cone on the rough surface and the
rigid plane. The following parameters
are obtained when contact occurs:

ri ¼ Δi=m ð12Þ

ai ¼ πr2i ð13Þ

fi ¼ Hai ð14Þ

where ri is the radius of the single
contact area, ai is the contact area,
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and fi is the applied pressure of the
single contact area. The distribution
of circular cones on the rough surface
and characteristic parameters on the
contact surface are obtained when
the characteristic parameters σ and
m of the rough surface are provided.

The contact thermal resistance Ri
of each circular cone is obtained with
the use of a disk model of a single
point contact (Gibson, 1976). Figure 8
shows the disk model of the single
point contact.

The single contact thermal resis-
tance is obtained as follows:

Ri ¼ 1� ri=bið Þ1:5=4riλs ð15Þ

where Ri is the single contact thermal
resistance, ri is the radius of the single
contact area, and bi is the radius of the
single heat channel. λs is the equivalent
68 Marine Technology Society Journa
thermal conductivity, which satisfies
the following equation:

1=λs ¼ 1=λ1 þ 1=λ2 ð16Þ

where λ1 and λ2 are the thermal con-
ductivities of the two surfaces.

The total contact thermal resis-
tance is the sum of the parallel con-
nections of all single point thermal
resistances. Therefore, the total con-
tact thermal resistance is obtained as
follows:

Rmi�ju ¼ 1
XN
1

1=Ri

ð17Þ

Figure 9 shows that the prediction
of the contact thermal resistance by
l

the present computation method con-
siderably agrees better with the experi-
mental data than those in the literature
(Weilan, 1995). This finding con-
firms the effectiveness of the method.
The curve clusters in Figure 10 shows
the relationship between contact ther-
mal resistance and the applied pressure
under various circumstances. The ma-
terials of the two surfaces are aluminum
and titanium, and the parameter σ
varies from 0.025 to 50 μm. Surfaces
with different surface roughness values
are obtained through various machin-
ing processes. Differences in surface
characteristics are also observed. The
specific relationships among surface
roughness values, machining pro-
cesses, and surface characteristics are
presented in Table 1. Heat transfer ef-
ficiency is also related to themachining
tolerance between the interior wall of
the vessel and the curved base of the
heat sink. Improving machining toler-
ance can result in better contact and
fitting, which will increase heat trans-
fer efficiency.

The effects of the characteristic pa-
rameters, applied pressure, and heat
FIGURE 7

Contact between the equivalent rough surface and the base plane.
FIGURE 8

Disk model for a single point contact.
FIGURE 9

Comparison of the computing model with the experimental results.



conductivity of the rough surfaces on
contact thermal resistance are quanti-
tatively analyzed. The method enables
the determination of the least possible
contact heat resistance in the JB.
The contact thermal resistance Rmi-ju
obtained in real situations of the JB is
6 ×10−3 K/W.

Computation of the Convective
Heat Transfer Coefficient h

The flow velocity of seawater in
coastal areas in South China Sea is ap-
proximately 2 m/s and almost neg-
ligible at a water depth of 2,000 m
(Yu, 2010). Either forced or natural
convection therefore occurs between
the exterior wall of the JB and sea-
water depending on the surrounding
environment.
The convection heat transfer coef-
ficient h between the exterior wall
and seawater is obtained iteratively.
The Grashof number Gr is used as
the criterion to determine the heat
transfer condition in natural convec-
tion and is given as follows:

Gr ¼ gαvΔtl3

ν2
ð18Þ

where g is the gravitational accelera-
tion, αν is the expansion coefficient
of seawater, Δt is the temperature dif-
ference between the exterior wall of the
JB and seawater, l is the length of the
JB, and v is the viscosity of seawater.

The intensity of the natural con-
vection heat transfer for a horizontal
sealed cylinder is determined through
March/A
the Nusselt number Num, which is
given as follows:

Num ¼ C GrPrð Þnm ð19Þ

whereC and n are parameters provided
by the experiments and Pr is the Prandtl
number of seawater.

The convective heat transfer coeffi-
cient h is obtained through the Nusselt
number Num, as follows:

h ¼ Nu
λ
d

ð20Þ

Heat power q is given as follows:

q
0 ¼ hAΔt ¼ hπdLΔt ð21Þ

The calculated convective heat
transfer coefficient h is inaccurate if
a large difference between the real
heat power q and the calculated heat
power q exists. Then, Δt is modi-
fied to recalculate h. This recycled pro-
cess ends when an appropriate h is
obtained.

Finally, we obtain the convective
heat transfer coefficient h1 in natural
convection as 383 W/(m2 K) and the
convective heat transfer coefficient h2 in
forced convection as 3874 W/(m2 K)
when the flow velocity of seawater is
2 m/s. The corresponding convective
heat transfer coefficient is between h1
FIGURE 10

Relationship between contact thermal resistance and applied pressure.
TABLE 1

Relationships between surface roughness values and various machining processes.
Surface Roughness Values
 Machining Processes
 Surface Characteristics
σ = 50, 25
 rough turning, rough planning, rough milling, etc.
 obvious tool mark
σ = 12.5, 6.3, 3.2
 finish turning, finish milling, rolling, etc.
 tool mark is faintly visible
σ = 1.6, 0.8, 0.4
 finish grinding, end milling, etc.
 processing traces is invisible, processing direction
is faintly recognizable
σ = 0.2, 0.1
 supergrinding, polishing, etc.
 dim glossy surface
σ = 0.05, 0.025
 superfinish
 bright or mirror glossy surface
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and h2 when the seawater flow condi-
tion is between the two cases.
Software Simulation
Analysis

The models of parameters Rmi-ju

and h have been previously established,
so all parameters needed in the model
of the temperature range of the JB are
obtained. The temperature fields of
the JB under different seawater flow
rates are established according to the
temperature range model of the actual
structure of the JB. The length, exter-
nal diameter, inner diameter, and wall
thickness of the vessel are 876, 310,
278, and 16 mm, respectively. The
total heat generated inside the vessel
is 1,188 W.

Finite element models of the tem-
perature field in the JB were built in
the following extreme cases to verify
model accuracy: (1) seawater was al-
most still, and heat convection between
the exterior wall of the JB and seawater
was purely natural convection; and
(2) the velocity of seawater was 2 m/s,
which is the maximum flow rate in the
South China Sea. The 3D model for
the JB was established using ANSYS
software. Vessel deformation caused
by external water pressure could reduce
heat transfer efficiency; hence, pressure
load was added in the software simula-
tion by an equivalent way. Finally, heat
sources, boundary conditions, contact
types, and physical property parameters
were set to calculate the temperature
field based on a practical situation. Fig-
ure 11 shows the contours of the tem-
perature distribution of the vessel in
different environments: Figure 11(a) is
simulated at 1 atm, and Figure 11(b) is
simulated under 20 MPa pressure.

The models for the temperature
range of the JB are established when
the convection heat transfer coefficient
70 Marine Technology Society Journa
is equal to h1 or h2. The curves in Fig-
ure 12 show the relationship between
the temperature model and the simula-
tion results of the JB. In Figures 12(a)
and 12(b), the JB is under 1 atm, and
h = h1 and h = h2, respectively. In Fig-
ures 12(c) and 12(d), the JB is under
a pressure of 20 MPa, and h= h1 and
h= h2, respectively.

Figure 12 shows that the simulated
temperature is within a narrow range
defined by the two temperature models.
A sudden change in temperature is ob-
served in all the figures. The existence
of contact thermal resistance Rmi-ju

causes discontinuity in temperature dis-
tribution. The following conclusions
are drawn after comparing the figures:
the internal temperature of the vessel
and the contact thermal resistance be-
l

tween heat sink curved bases and the in-
terior cylinder wall increase, the heat
transfer efficiency of the system is re-
duced, and the cooling performance de-
teriorates when the vessel is deformed
by external water pressure under the sit-
uation in which the convective heat
transfer coefficient h is the same value.
Thus, contact thermal resistance is
essential, particularly when good heat
dissipation performance is required.
Therefore, the effect of contact thermal
resistance should be considered in de-
signing the JB and should be reduced
to improve the heat dissipation effect.
Experimental Results
A series of laboratory experiments

was conducted in a water tank and a
FIGURE 11

Contours of temperature distribution in the JB.



sealed pressure case to verify the theo-
retical model for the temperature field
and validate the heat dissipation per-
formance of the JB. The JB and the
related instruments were placed in a
water tank and a sealed pressure case
filled with simulated seawater, respec-
tively, as shown inFigure 13. Six temper-
ature sensors were installed to monitor
the temperature at different positions
in the JB. Temperature was obtained
through the data acquisition module
of the lower computer in real time and
transmitted by Ethernet to an upper
computer. The computer communica-
tion interface and monitoring software
shown as Figure 14 was designed to
monitor data changes, display historical
curves, and control the switches of the
multichannel power output.

The temperature of the simulated
seawater was 24°C during the course
of the experiments, and its velocity
was 0 m/s. Therefore, natural convec-
tion heat transfer was observed be-
tween the exterior wall of the JB and
the simulated seawater. The power
consumption of the external loads
March/A
reached the maximum capacity that
could be supplied by the power chan-
nels. The temperature monitored in-
side the JB gradually increased as the
JB started working and eventually sta-
bilized after approximately 2 h. In the
water tank test, the heat source tem-
perature remained at 33.4°C, which
was assumed as the highest tempera-
ture inside the JB. The temperature
of the outside surface of the heat sink
remained at 32.1°C, whereas the tem-
perature of the interior wall of the JB
remained at 29.6°C. In the sealed
FIGURE 12

Temperature inside the JB at different radial distances: (a) h = h1 at 1 atm; (b) h = h2 at 1 atm; (c) h = h1 under 20MPa pressure; (d) h = h2 under 20MPa
pressure.
pril 2016 Volume 50 Number 2 71



72 Marine Technology Society Journal
pressure case test, the corresponding
temperatures in the aforementioned
positions are 34.8°C, 33.4°C, and
30.8°C. Figure 15 depicts the compari-
sons of the time series of the temperature
data obtained from the experiments and
the dynamic simulation results from
ANSYS in three different positions at
1 atm during the experiments and the
simulations. The experimental results
agree well with the simulated results
in each position when the external pres-
sure of the vessel is 1 atm.However, the
experimental temperatures are slightly
higher than the simulated values when
a water pressure of 20 MPa is loaded
onto the outside surfaces of the JB. We
believe that the effects of the internal
radiation and convection of the vessel,
which are disregarded in the software
simulation but actually exist during the
tests, reduce the actual temperature.

Superiority of the structure is veri-
fied by experimental results, simulation
FIGURE 13

(a) Experiments in a water tank. (b) Experi-
ments in a sealed pressure case.
FIGURE 14

Human machine interface of the JB.
FIGURE 15

Comparison of the experimental and simulated results at 1 atm.



results, and theoretical model analysis.
The heat dissipation structure demon-
strates good performance. The temper-
ature increases by 10°C when the JB
is fully loaded and exhibits a natural
convection heat transfer with seawater.
However, the temperature increase by
7°C when the JB is fully loaded and ex-
hibits a forced convection heat transfer
with seawater in which the seawater
velocity is 2 m/s. The good agreement
among the temperature field model,
simulated results, and experimental
data indicates the accuracy of the theo-
retical model and simulation analysis.

The electronic components and in-
struments are highly reliable in cool
environments, so the reliability of the
entire system of the JB is guaranteed.
Seawater flow velocity varies between
stationary to 2 m/s considering the
changes in sea conditions. Convection
heat transfer coefficient can exhibit the
corresponding changes between h1 and
h2. The theoretical model and simula-
tion results in Figure 16 show that the
maximum temperature of the JB in dif-
ferent sea conditions is obtained.
Conclusion
The heat dissipation mechanism

of the JB is established by analyzing its
thermal resistance network according
to current studies on cooling methods
for submarine equipment and the struc-
tures of OBSEA and NEPTUNE JB.
The internal structure inside the JB con-
sisting of circumferentially equi-spaced
chassis heat sinks and an adaptive elas-
tic support structure is designed. The
structure demonstrates excellent heat
dissipation performance.

The discontinuous model of the
temperature range of the JB is estab-
lished. The model comprehensively
March/A
considers the deep-sea ambient pressure,
machining precision of the workpieces,
flow rate of seawater, and thermal con-
tact resistances between the curved base
of the heat sinks and the interior wall
of the JB. Structural parameters are
analyzed to evaluate their effects on
heat dissipation in the JB and optimize
the structure. 3D dynamic simulations
of heat dissipation were conducted to
describe the temperature field in the
JB under different ambient pressures.
Water tank tests and sealed pressure
case tests of the JB connected to the lab-
oratory setup of the Experimental Un-
derwater Observatory Network System
ofChinawere run continuously for 120
and 24 h, respectively. Experimental
data curves are consistent with the com-
puted results of the theoretical model
and simulated results. The maximum
temperature increase inside the JB is be-
tween 7°C and 10°C based on the dif-
ferent sea conditions in South China
Sea. The findings also validate the ex-
cellent heat dissipation performance in
the JB. We believe that the structure
designed in the present work is reason-
able and has high thermal reliability.
This work proposes a design to guaran-
tee long-term reliable operation of a ca-
bled ocean observatory network.
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Study of a Novel Underwater Cable
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A B S T R A C T

This paper describes a novel concept for detecting and tracking underwater ca-

bles that differs from common detection methods, including visual, acoustic and
magnetic detection, which are based on a survey platform, such as remotely oper-
ated vehicles and autonomous underwater vehicles, and have high costs and re-
quire long-time monitoring. The proposed detection method can be performed in
locations that are difficult to observe using cameras without the use of magnetic
fields. The concept relies on low-cost flex sensors that provide underwater, real-
time, whole cable detection. Building off of this concept, a detection system and
an error analysis system were incorporated, which includes the characteristics of
the flex sensors, the mounting structure for the flex sensors, and the underwater
cable as well as the 2-D cable bend model and a water tank test. The detected data
set, which was rendered on an observation monitor, provided visual feedback re-
garding any bending or warping problems. To evaluate the detection accuracy,
mean absolute error and similarity analyses were performed using the observational
data and sensor data obtained from the water tank test. The results of these analyses
showed strong agreement between the fitted curve to the detected data and the ob-
servational curve, indicating acceptable error. These results demonstrate the feasi-
bility of the proposed system for effective underwater cable detection. Thus, the
results of this investigation clearly reveal the potential of the novel sensing tech-
nique for practical underwater cable detection andmonitoring applications. However,
the 2-D cable bending detection model is not suitable for 3-D bending or torsion,
which will be considered in future research.
Keywords: underwater cable detection, 2-D cable bend model, flex sensor
they are exposed to flow scouring, mak-
ing them apt to bend or warp, which
Introduction
Underwater cable connections are
key pieces of equipment in topside and
subsea facilities for electro-hydraulic
control channel underwater production
units, which provide underwater com-
munications, power, and pulling forces
to marine equipment, marine drag sys-
tems, and mooring systems (Szyrowski
et al., 2013a, 2013b). However, under-
water cables must operate under rough
marine conditions, and at the seafloor,

could result in underwater device fail-
ure. Moreover, excessive bending, or
even breakage, presents a hazard for
rescuing personnel and environmental
damage. A succession of cable damag-
ing events that disrupted system per-
formance can be noted in Talling et al.
(2013) and Carter et al. (2014, 2012).
As a result of the multiple functions
that cables must serve, in addition to
the dynamic underwater environment
in which they are installed and op-
erated, their stability and reliability
for underwater systems are of utmost
importance.
A common method to reduce the
risk of failure is frequent detection and
preventative maintenance. There are
three main common methods of under-
water power and telecommunication
cable detection and tracking: visual
tracking, acoustic detection, and mag-
netic detection (Szyrowski et al., 2013a,
2013b; El-Fakdi & Carreras, 2013).

Common visual-based systems for
underwater cable detection on survey
platforms typically rely on remotely
operated vehicles (ROVs) or autono-
mous underwater vehicles (AUVs)
equipped with mounted video cameras
March/A
(Kuhn et al., 2013; Ortiz et al., 2011;
Jordán et al., 2011; Ortiz & Antich,
2014; Lee et al., 2012; Sakagami et al.,
2013). The vision detection process in-
cludes cable location search and track-
ing. Cable search is the early work of
underwater cable detection that is per-
formed to find the cable position.
Cable tracking is the process of mov-
ing along the cable while performing
the necessary measurements (Bagnitsky
et al., 2011).

Underwater visual detection has a
critical limitation: in most cases, there
is little or no ambient light, resulting
pril 2016 Volume 50 Number 2 75



in poor visibility. To solve this lim-
itation, light sources are required to
illuminate the underwater cable. How-
ever, images of underwater objects
illuminated by a light source contain
blurring from the spatial attenuation
of higher frequencies and backscatter
from the more predominant lower
frequencies (Szyrowski et al., 2013a).
Ortiz et al. (2011) identified under-
water image characteristics, including
blurring, low contrast, nonuniform il-
lumination and instability caused by
the motion of the vehicle, thereby in-
creasing the complexity of detection.
The clarity of images directly affects
detection judgment because detection
is based on distinguishing the cable
from the surrounding environment.
Moreover, when a cable has rested on
the seabed for a long period of time,
detection is increasingly difficult due
to the rocks and sediment that cover
it. Wirth et al. (2008) and Ortiz et al.
(2011) adopted a probabilistic ap-
proach based on particle filters which
handle the ambiguities, and they con-
cluded that the approach is suitable for
online cable detection.

Inzartsev & Pavin (2008) noted
that visual detection alone was not
sufficient for underwater cable detec-
tion because video imaging does not
provide consistently reliable data for
cable recognition.

Acoustic methods are able to pene-
trate the seabed, enabling the detection
of buried utilities (Szyrowski et al.,
2013a). Zhou et al. (2015) showed
how sonar detection is based on the re-
flected sonar signal of a submarine
cable, which includes a sonar shallow
profile. Capus et al. (2010) measured
the impact of different seabed types
on the cable detection ability and con-
cluded that the rougher the sediment,
the higher the reverberation level. The
grazing angle (which is the angle at
76 Marine Technology Society Journa
which a sonar pulse meets and moves
across the seabed) plays a critical role
in determining the reverberation noise
level. For rough sediments, a lower
grazing angle provides better results,
and vice versa. Brown et al. (2011) con-
cluded that detection was also affected
by the cable curvature, tank wall re-
turns, ambient noise sources, and dis-
turbances in the sediment surface from
an experiment in a water tank.

Improving postdetection filter-
ing and noise suppression are use-
ful methods to minimize these issues
(Capus et al., 2010). Mandhouj et al.
(2012) noted that most methods re-
ducing the noise apply different fil-
tering and are often classified in two
categories: methods acting in the
spatial domain and those acting in
the transformed domain. Isaacs and
Goroshin (2010) noted that the clas-
sical approach to cable detection in
sonar imagery is low-pass filtering,
followed by edge detection and the ap-
plication of the Hough transform. In
addition, Villar et al. (2014) indicated
that the efficiency of online image pro-
cessing from acoustic data is also a key
issue for acoustic. These data should be
processed in an efficient time so that
the detection system is able to detect
and recognize a predefined target.

Acoustic detection cannot be used
for underwater cables in shallow
water, especially those in coastal re-
gions. Interfacing reverberations from
the air/sea and sea/bottom interfaces
and complex seafloor topographical
profiles present a difficult acoustic en-
vironment. Moreover, man-made re-
fuse or structures in coastal regions
may cause a high false alarm rate
when using the acoustic sensor alone
(Pei et al., 2010).

Magnetic detection is an effective
method for underwater buried target
detection and can augment acoustic
l

means of detection, effectively reduc-
ing the number of false alarms (Pei
et al., 2010). Wang et al. (2011) de-
scribed cable detection using magnetic
field technology that was based on two
basic principles: an electric current can
produce a magnetic field (electromag-
netism) and a changing magnetic field
within a coil of wire induces a volt-
age across the ends of the coil (electro-
magnetic induction). Induction coils
are based on Faraday’s induction law.
Szyrowski et al. (2013b) noted that
two types of approaches could be
found in practical applications of mag-
netic detection. The first method is the
active magnetic detection method,
which relies on a submarine cable con-
ductor operating at a specific AC sig-
nal, allowing for the detection of the
parameters of the surrounding electro-
magnetic signals. This method often
requires onshore access to the cable,
and the attenuation is large and is
thus not suitable for long-distance sub-
marine cable detection (Zhou et al.,
2009). The second method employs
passive magnetic detection, which re-
lies on the physical magnetic proper-
ties of the submarine cable, does not
require the signal of the submarine
cable to be strengthened, and is suit-
able for the detection of complex wa-
ters (Zhou et al., 2015).

Underwater cable projects often
use a variety of detection equipment
and technologies. Data from visual,
acoustic, and magnetic sensors are
often processed together. However,
all of the methods described herein
are based on survey devices, such as
ROVs or AUVs, which are high cost
and cannot detect the whole cable
in real time (El-Fakdi & Carreras,
2013). The limitations demonstrate
that there is still a great need for a
method that can detect underwater
cables with real time and low cost.



To address this need, this paper de-
scribes a novel method of using flex
sensors to measure the bending angles
of underwater cables that prevent acci-
dents caused by cable bending, warp-
ing, or breaking at a lower cost than
most state-of-the-art methods.

To detect the bend state, different
sensors have been investigated: a con-
ductive ink-based flex sensor, a novel
skin curvature sensor (Kaniusas et al.,
2004), an elastomer film embedded
with a micro-channel of a conductive
liquid (Majidi et al., 2011), strain sen-
sors (Lorussi et al., 2005), and capaci-
tive or magnetic devices (Fahn & Sun,
2010). In this study, the conductive
ink-based flex sensors (Spectra Symbol
Inc.) are adopted because they are
flexible, light-weight, and extremely
low-cost sensors that can be applied
to measure the bend state of objects
and have been used for data gloves,
medical devices, and so on (Saggio
et al., 2009a, 2009b; Saggio, 2014).

The rest of this paper is organized as
follows. First, the concept of underwa-
ter cable detection based on flex sensors
is proposed. Second, the characteristics
of flex sensors are discussed. Third, on
the basis of the flex sensors, the mount-
ing structure between flex sensors and
underwater cables is presented. Fourth,
a 2-D visual bending model is estab-
lished to provide guidelines for the
system performance. Last, a water
tank experiment with error analysis is
performed to demonstrate the feasibil-
ity of the approach.
A Novel Concept
for Underwater
Cable Detection

The detection system is illustrated
in Figure 1 and uses an ROV ’s umbil-
ical cable as an example. Flex sensors
(Spectra Symbol Inc.) were arranged
to sense the underwater flexible cable
bend angles. Data acquired from the
sensors are conditioned and sent to a
computer via a serial port controlled
by MCU (stm32), which has three
12-Bit ADCs, 112 fast I/O ports,
and provides an interface to the com-
puter. TheMCU reads all of the sensor
angles at a rate of 100 Hz and com-
municates with the computer via a
RS-232C serial interface at speeds of
9,600 baud. The resulting signals
were used to build a 2-D computer
bend model including position and
bend. The real-time image displays
the deformation of the underwater
cable, providing the underwater cable
working state, and gives the user a vi-
sual feedback.
Characteristics of the
Flex Sensors

This paper adopted the light-weight
and flexible 4.5-inch Spectra Symbol
Flex sensors, as shown in Figure 2.
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The flex sensor is a unipolar device,
that is, the resistance increases as the
flex angle increases in one direction
and decreases or is unchanged when
bent in the other direction.

To obtain the characteristics of the
flex sensors, a proper measurement
setup was made (Figure 3). The flex
sensor was attached to the hinge
wings, which mounted on the stepper
motor axis. One wing of the hinge was
fixed to the central axis. The other one
rotated with the motor. The bending
angle was controlled by the motor,
and the resistive response of the sensor
was read by a digital multimeter.

The sensor was moved from 0° to
90° by increments of 10°. The relation-
ship between the bend angle and the
resistance of the flex sensor is shown
in Figure 4.

Figure 4 shows that the relationship
between resistance and bend angle of
the flex sensor has a nearly linear be-
havior only after approximately 30°
and some degree of nonlinearity be-
tween 0 and 30°. According to the
characteristics of the flex sensor, the
sampling circuit of each flex sensor
can be seen in Figure 5.

The output signal Vout according
to Eq. 1:

Vout ¼ Vcc � R
Rf þ R

ð1Þ

wherein R is the resistance value of flex
sensor and Rf is the reference resistance
that the value is constant. According to
Saggio (2014), in order to assure output
FIGURE 1

System diagram: detection system using an
ROV’s umbilical cable as an example.
FIGURE 2

Spectra Symbol Flex sensor: length: 4.5 inches, height: ≦ 0.43 mm (0.017 inch), life cycle:
> 1 million.
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signal Vout with the largest dynamic,
the value of Rf could be obtained by
Eq.2:

Rf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rmax � Rmin

p
ð2Þ
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wherein Rmax and Rmin are provided
by the flex sensor under maximum
and flat, respectively.

According to the sampling circuit,
the relationship between the bend
angle and computer sampling value
can be obtained, as shown in Figure 6.
Based on the relationship, the com-
puter gets the AD sampling value from
the sampling circuit and converts it to
a bend angle.
Flex Sensors and
Underwater Cable
Mounting Structure

To sense shape effectively, several
flex sensors should be employed. In
this paper, an experimental under-
water cable was divided into five equal
segments. Each segment had two flex
sensors placed along the axial sym-
metric to provide bidirectional bend
detection because the flex sensors are
unipolar, that is, one flex sensor had
a negative response with respect to
the other (Figure 7). One end of each
sensor is fixed on the tube, while the
other end can slide freely along the
l

tube (longitudinal direction) when
the underwater cable bends, but
movement in any other direction was
restricted.
2-D Bend Model of an
Underwater Cable

The bend angles of each under-
water cable segment were obtained
from flex sensor data. The length of
each underwater cable segment is
short, allowing it to be modeled as a
circular arc without twist. In particu-
lar, the length of each cable segment
is equal to the sensor length, such
that the bend angle of the sensor repre-
sents the cable segment bend angle.
The flex sensors were numbered
according to the position along the
underwater flexible cable for build-
ing model, as shown in Figure 7. For
example, sensor #12 represents the
second flex sensor of the first cable
segment.

The underwater cable bend direc-
tion must be determined for each
cable segment. Because the flex sensors
were defined relative to a 0 degree
FIGURE 3

Diagram of measurement setup for the sen-
sor’s characterization.
FIGURE 4

The characterization of a flex sensor: resis-
tance vs. bending angle.
FIGURE 5

The sampling circuit of flex sensor.
FIGURE 6

The relationship between the bend angle and sampling value.



bend, the resistance increases (positive)
as the flex angle increases in the cali-
brated direction (an inward bend in
Figure 2) and is negative or unchanged
when bent in the opposite direction. If
the signs of both sensors in the same
segment are opposite, then the posi-
tive sign of sensor data is regarded as
the bend direction of the cable. Other-
wise the sensor data are regarded as
invalid.

Assuming that the underwater flex-
ible cable was divided into n segments,
each with an equal arc length s, from
the arc length formula, each segment
arc radius (R1, R2,…, Rn) can be deter-
mined. Figure 8 shows the diagram of
the cable shape reconstruction for 2-D
bends.

The first segment start point l1 is
known and fixed. Assuming that the
direction of the first segment arc radius
is the same as the direction of unit vec-
tor t, the center of first arc O1 is:

O1;x

O1;y

� �
¼ l1;x

l1;y

� �
± R1⋅ t ð3Þ

where ‘+’ corresponds to a concave arc
and ‘−’ corresponds to a convex arc.

When the arc segment is concave,
the first segment end point is obtained
by

liþ1;x

liþ1;y

� �
¼ Oi;x

Oi;y

� �
þ Ri

cos θi þWð Þ
sin θi þWð Þ

� �

¼ Oi;x

Oi;y

� �
þ s
θi

cos θi þWð Þ
sin θi þWð Þ

� �

ð4Þ

wherein w is determined by

w ¼
Xi�1

j¼1
θj ð5Þ

where θj is positive for a convex arc and
negative for a concave arc.
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The arc center is obtained accord-
ing to the tangent slope and is equal
between the segments junction:

Oi;x

Oi;y

� �
¼ li;x

li;y

� �
±

Ri

Ri�1

li;x � Oi�1;x

li;y � Oi�1;y

� �

ð6Þ

When the concavity or convexity of
i −1 is the same as that of the i segment,
Eq. 6 is ‘−’ and is otherwise ‘+’.

Via Eq. 3 through Eq. 6, the 2-D
bend shape of the underwater cable is
determined.
Water Tank Test and
Errors Analysis

To evaluate the detection system
proposed in this paper, a series of tests
were performed in a tank measuring
1.5 m × 80 cm × 40 cm. The tank was
equipped with a tape rule for unified
coordinate systems of physical rubber
and model curve. The cable was con-
structed from crylonitrile-butadiene
rubber that was 25 cm in diameter
and 65 cm in length. The rubber was
divided into five segments; each seg-
ment had two flex sensors, as shown
previously. The lengths of the cable seg-
ment and flex sensor were equal, such
that the sensor bend angles represented
the rubber segment bend, as previously
discussed. The rubber with flex sensors
was waterproof and enclosed in bellows
for use in underwater environments. In
this paper, five different bend positions
were tested (Figure 9).

The differences between two curves
consist of degree of similarity andmag-
nitude of the errors. So a similarity
comparison and mean absolute error
were used for evaluating the dif-
ferences between fitted curves to the
detected data and the observational
curves in this study. The similarity cal-
culation made use of the cosine value
FIGURE 7

The flex sensors and underwater flexible cable
mounting structure.
FIGURE 8

Diagram of the cable shape reconstruction for
2-D bends: O1, O2, … , On are the centers of
each cable segment; l1, l2, … , ln represent
the start point of cable segment; R1, R2, … ,
Rn are the radii; and t is the radius unit vector
of the first segment.
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of the vector angle model (Eq. 7), as it
reflected the directional differences
between two curves.

sim X ; Yð Þ ¼

Xn
i¼1

XiYi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

X 2
i

s ffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Y 2
i

s ð7Þ

sim (X, Y ) is the similarity and X and
Y represent two images: curves from
the observed image and detected data,
respectively. The mean absolute error
was calculated according to Eq. 8. The
mean absolute error does not exhibit
the offset of the positive and negative
values, better reflecting the errors. The
same number of data points from the
observational curves and the detected
data was calculated.

ava error X ;Yð Þ ¼

Xn
i¼1

��Xi � Yi
��

n
ð8Þ

where n is the experimental number
(505 in this study). The data of the
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fitted curve of the observed image and
the detected data must be normalized
before calculation. Figure 9 shows the
comparison between the measured
data and the fitted curve of the physical
picture.

The mean absolute error and simi-
larity values between the detected data
and the fitted curve of rubber are shown
in Table 1.

From Figure 10 and Table 1, strong
agreement is demonstrated between
the detected data and the observational
data. The error corresponding to the
front part of the curve could be additive,
resulting in larger cumulative errors for
the end of the curve, thus making it
important to improve the accuracy at
the front of the curve.

There are three main reasons for the
errors. First, the resistance and bend
angle relationship of the flex sensor has
a nonlinearity at small bend angles. Sec-
ond, the data extracted from the phys-
ical picture results in larger errors in
the error analysis. Third, the measure-
ment errors related to small misalign-
ments of the sensors are due to sensor
instabilities when the cable moved.
Conclusions and
Further Research

This paper described a novel method
for underwater cable detection based
l

F

C
fi

FIGURE 9

Five bend states of rubber in the tank.
TABLE 1

The mean absolute error and similarity between
the detected data and fitted curve of the rubber.
Position

Mean Absolute
Error (cm)
 Similarity
Down
 1.4092
 0.98485
Up
 0.98389
 0.99162
S1
 1.6036
 0.94422
S2
 0.37699
 0.99507
Flat
 0.48044
 0.97618
IGURE 10

omparison between the detected data and the
tted curve of rubber corresponding to Figure 9.



on flex sensors. Through real-time
detection of underwater cable bend
states, underwater accidents that result
from underwater cable bending will be
forecasted and prevented. Compared
with common methods, the advan-
tages of the proposed technique in-
clude the following: (1) The sensor is
a separate device as well as the camera,
but does not require another platform.
(2) Flex sensors can be arranged along
the whole cable to realize whole cable
real-time detection with low cost.
The number of the sensors depends
on the user. The more sensors, the
more accurate. (3) The novel detection
methods for cables can be deployed
in marine or terrestrial environments
with poor visual conditions; for exam-
ple, towlines, cables of anchor, and
mooring system. A water tank experi-
ment showed that the proposed system
is feasible as it could accurately detect
the underwater cable bending. Never-
theless, further research is still required
—particularly for developing a 3-D
model for underwater cable bending
and torsion.
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Effect of Low Temperature and High Pressure
on Deep-Sea Oil-Filled Brushless DC Motors
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Shijun Wu
Canjun Yang
State Key Laboratory of Fluid
Power and Mechatronic Systems,
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A B S T R A C T
Nomenclature
T0 Normal t
P0 Atmosph
μ Dynamic
μ0 Dynamic
ρ Density
P Pressure
T Temperat
α Pressure-v
η Kinetic viffiffiffiffiffi
Ta

p
Taylor nu

Mv Viscous d
MC Viscous d
CM Moment
Ri Rotor dia
C Air-gap cl
L Rotor len
B Clearance
ω Rotor ang
Re Reynolds
k Coefficien
Pel Input elec
Pir Iron pow
The principle of electronic commutationmakes brushless DCmotors suitable for
deep-sea application by sealing themotor in an oil-filled housing. However, if the oil-
filled actuator is not designed properly, it will malfunction in the deep sea in spite of
its excellent performance on land. In this paper, oil viscosity variations with pressure
and temperature are reviewed because both factors vary with the operating depth,
and a practical approach to estimate the viscous torque is advanced based on a vis-
cous drag model of the selected motor and the properties of the oil. An experimental
rig that can simulate the deep sea environment was developed, by which a series of
experiments to study themotor efficiency and dynamic performance in different con-
ditions were conducted. The values of viscous torque obtained in the experiments
agreed well with our estimation. The low efficiency in the 2°C experimental group
confirmed the influence of temperature, while the dramatic difference in the dynamic
performance of the motor when filled with different oils verified the importance of
analyzing the properties of the oil and of making a deliberate selection.
Keywords: deep sea, high pressure, low temperature, oil-filled motor, oil properties
benthos of the deep ocean. However,
Introduction
emperature
eric pressure
viscosity
viscosity at given temperature T0 and pressure P0

ure
iscosity coefficient
scosity
mber
rag moment
rag moment acting on cylinder flank
coefficient
meter
earance
gth
between housing and end face of the motor
ular velocity
number
t relating to the motor geometry
tric power
er loss
With various instruments and un-
dersea vehicles unveiling the mystery
of thousands of meters under the sea,
we can now gain a better understand-
ing of the geology, topography, and

because of the complicated and extreme
environment, it is still a challenge to
design a reliable and efficient system
for use in such an environment. For
most deep-sea equipment, electric actu-
ators play a vital role in accomplishing
specific tasks such as adjusting a pan-tilt
mechanism for camera orientation, dis-
placement of a robot arm, and driving
a pump in a fluid system. An efficient
actuator not only contributes to pro-
longed battery life but also reduces
heat dissipation and enhances reliability
of the whole system.

Motors have been widely used
in subsea applications because of
their efficiency and versatility. Tan
et al. (2010, 2012) have been using
an oil-filled stepper motor to drive a
micro-metering pump for underwater
pH sensor calibration. Conventional
DC motors are also widely used in un-
dersea mechatronic systems because
of their outstanding speed adjust-
ment feature and large output torque.
March/April 2016 Volume 50 Number 2 83



Pme Mechanical power
Pj Joule power loss
R Phase resistance
U Input voltage
I Input current
Krishfield et al. (2008) used a DC
motor to drive the traction unit in
ice-tethered profilers. The motor runs
in air within the thick pressure case
with its torque transferred via a mag-
netic coupler. Saegusa et al. (2006)
employed a DC motor to drive a
pump to adjust the sampling rate
in their multibottle fluid sampler.
Seewald et al. (2002) developed a gas-
tight sampler for hydrothermal fluids
that used a DC electric motor to ac-
tuate the sampler valve. In these two
cases, motors are filled with oil to com-
pensate for the ambient pressure so as
to avoid the requirement of being
housed in a thick-walled metallic pres-
sure vessel, thus protecting them from
high-pressure seawater and preventing
fatal damage to the motor if even a
small amount of seawater seeps in.
Nevertheless, in an insulated oil envi-
ronment, the oil film in the brushes
will affect the commutation of the
motor to some extent.

The brushless DC (BLDC) motor,
more and more widely used due to its
high reliability, efficiency, and control
performance, has been used success-
fully in the design of thrusters and
manipulators of underwater vehicles
(Bhangu et al., 2005; Lewandowski
et al., 2008). The electronic commuta-
tion of a BLDC motor eliminates the
potential for poor electrical contacts,
which makes it suitable for a variety
of oceanic apparatus such as position-
ing systems of undersea laser spectrom-
eters and underwater robotics (Kunz
et al., 2008; Peng et al., 2014; White
et al., 2005). However, oil-filled
84 Marine Technology Society Journa
motor-based drive systems cannot
arbitrarily be designed because the oil
properties change dramatically with
the pressures and temperatures of the
deep ocean. The viscous drag intro-
duced by the cold and compressed oil
affects the efficiency and load matching
of themotor. Up to now, little is known
about exactly how the deep sea envi-
ronment affects oil-filled motors.

Viscous drag produced by the rotor
may not be so obvious in ordinary en-
vironments, but it becomes significant
when an oil-filled motor works in the
cold deep sea if an unsuitable kind
of insulating oil is used. Therefore,
study of the viscous drag force in oil-
filled motors is valuable for those
working in the deep-sea engineering
field. Some previous research has been
carried out to minimize the impact of
viscous drag on the motor rotor.
Ahmed and Toliyat (2007) presented
a design procedure for submersible
motors and corroborated their design
consideration of coupled-field analysis
needs based on their simulation re-
sults. Zou et al. (2012) designed an
oil-filled BLDC motor that takes into
account the effect of high pressure.
They analyzed the composition of the
total loss and drew a comparison be-
tween the results for normal pressure
and high pressure, which highlighted
the need to consider the pressure ef-
fect. These studies provide useful in-
formation for oil-filled motor design;
however, they have emphasized the
need for comprehensive consideration
of the relevant parameters but ne-
glected some specific details such
l

as the properties of the oil and the
important environmental factor, i.e.,
temperature.

In this paper, we analyzed the vis-
cous drag torque of a BLDC motor
in different compensating oils and
studied the actual effects on it of tem-
perature and pressure. A simplified
analytical model to calculate the po-
tential viscous moment is described
in the Analysis and Modeling section,
and the effects of both temperature
and pressure on the insulating oil are
discussed and taken into consider-
ation. In the Experimental Setup and
Method section, a simulation envi-
ronment that was developed to provide
different temperatures and pressures
is described. A series of experiments
under different conditions were carried
out to study viscous drag loss and tran-
sient response of the motor. The re-
sults and discussion are presented in
the Results and Discussion section.
Analysis and Modeling
Because the viscosity behavior of

the compensating liquid under low
temperatures and high pressures is
one of the key motivations for this
paper, before delving into this line
of research, we would like to review
some proposed theories on the viscos-
ity properties of commonly used in-
dustrial oils. Based on this knowledge
of the oil properties, a quantitative an-
alytical model was created to estimate
the initial viscous drag torque in actual
deep sea environments.
Oil Viscosity
The concept that oils get thicker

when the temperature drops or the
pressure rises is well known, which
means that, in the deep sea environ-
ment, an oil’s viscosity will increase



markedly due to the degradation of
both of these factors.

The general form for the pressure
and temperature dependence of viscos-
ity has been known for over half a cen-
tury (Bair et al., 2001), and researchers
have long focused on revealing the ac-
curate relationship of viscosity, tem-
perature, and pressure of assorted oils
(Bair et al., 2001; Gold et al., 2001).
A general method of predicting the
oil viscosity is the Barus equation
(Gold et al., 2001).

μ ¼ μ0 exp αPð Þ: ð1Þ

where the temperature dependence
can be described by

μ0 ¼ Q exp
G

T þ P

� �
: ð2Þ

and the pressure-viscosity coefficient α
is additionally taken into account by

α P;Tð Þ ¼ 1
a1 þ a2T þ b1 þ b2Tð ÞP

ð3Þ

where Q, G, P, a1, a2, b1, and b2 need
to be determined separately by experi-
mental data for each oil, and then the
Barus equation can represent the fluid
behavior in a wide pressure and tem-
perature range. Some other simplified
methods to calculate the viscosity of a
specific fluid are usually adopted in en-
gineering; however, for accuracy, we
will use the above equation to obtain
the oil viscosity at a specific condition.

A typical hydraulic oil viscosity
variation versus temperature and pres-
sure is illustrated in Figure 1. It shows
that, with the pressure increase, the
viscosity increases gradually, and with
the drop in temperature, especially
below 20°C, the viscosity could in-
crease dramatically.
Usually, considering the general
deep sea environment (T ≥ 0°C and
P < 110 MPa), the viscosity of most
oil is more sensitive to temperature
than pressure. This implies that we
should pay more attention to the tem-
perature factor when dealing with an
oil-filled actuator used in a cold envi-
ronment. As for the oil-filled motor
used at such conditions, it is necessary
to take both temperature and pressure
into consideration when evaluating the
motor’s actual output torque.

In the present work, two typical
oils, namely hydraulic oil (a mineral
oil) and silicone oil (a synthetic oil),
were used in our experiments. Hydrau-
lic oil usually has an antiwear property
and good incompressibility, while sili-
cone oil provides compatibility with
other organic materials and hydropho-
bic property. The ISO viscosity grade
(VG) of hydraulic oil is 22, which
denotes that its dynamic viscosity is
22 mm2/s at 40°C and atmospheric
pressure. Because it is hard to find
two different kinds of oil with equal
viscosity, the silicone oil we used is
50 cSt, which should have a viscosity
March/A
of 50 mm2/s at 25°C and atmospheric
pressure. As a result, viscosities of the
two oils were measured to be about
41 mPa∙s and 47 mPa∙s, respectively,
at 25°C and atmospheric pressure.

The pressure and temperature de-
pendence of the dynamic viscosity μ
is derived from equations (1) and (3) as

μ ¼ μ0 exp
P

AT þ BTP

� �
ð4Þ

where AT and BT are the temperature-
dependent parameters shown in equa-
tion (3). Because our work focused
on two typical temperatures, namely
25°C and 2°C, we obtained the cor-
responding values of AT and BT by
experiments.

Some relevant properties of the oils
concerned in our research are listed
in Table 1.
Modeling of Viscous
Drag Moment

Along with the experiments carried
out in this work, a quantitative ap-
proach to determine the effective output
torque was studied. The motor used in
FIGURE 1

Viscosity variation with temperature and pressure.
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our research is shown in Figure 2a, and
its main specifications and parameters
are listed in Table 2. Because it is dif-
ficult to establish a precise model that
takes into account detailed structures
such as bearings and the hall sensor
unit, a simplified model, i.e., a pair
of coaxial cylinders filled with oil in
the gap, was developed to study the
viscous load of the oil-filled BLDC
motor (Figure 2b).

As shown in Figure 2b, the viscous
drag of the rotor consists of two parts:
one produced by the flank of the rotor
and the other produced by the end
surface. Then, the fluid drag force
acting on the rotor surfaces can be
86 Marine Technology Society Journa
calculated by identifying the flow
state between the stator and rotor in
advance, which can be determined by
the aid of dimensionless Taylor num-
ber

ffiffiffiffiffi
Ta

p
introduced as

ffiffiffiffiffi
Ta

p
¼ RiωC

η

ffiffiffiffi
C
Ri

r
ð5Þ

where η is the kinetic viscosity of the
fluid.

The flow pattern in the annulus re-
gion will make a transition from lami-
nar flow to transition flow or turbulent
flow when

ffiffiffiffiffi
Ta

p
is larger than 41.3,

which leads to inapplicability of the
modeling derivation if it is based on
l

the assumption of laminar flow (Deng,
2007; Qi et al., 2010). Bilgen and
Boulos (1973) concluded a general re-
lationship for the moment coefficient
that is defined in equation (6) as a func-
tion of the geometry parameters and
Reynolds number when the flow pat-
tern varies.

CM ¼ MC= 0:5πρω2R 4
i L

� � ð6Þ

Re ¼ ρωRiC=μ ð7Þ

CM ¼ K C=Rið ÞnR β
e ð8Þ

whereMC denotes the viscous drag mo-
ment exerted by the cylinder and con-
stant K and exponents n and β can be
determined by the flow regime.

In fact, for small motors, the Taylor
number is usually below the critical
value due to the small physical dimen-
sions. In our case, the Taylor number
was checked below the critical number
for both oils (about 0.1 in silicone oil,
TABLE 1

Main characteristics.
Oil Type
μ0 at 25°C
 μ0 at 2°C
 α at 25°C
 α at 2°C
mPa s
 mPa s
 Pa−1
 Pa−1
Hydraulic oil
 41.6
 140.3
 1
2:01eþ 07ð Þ þ 5:1e� 1ð ÞP
1
4:49eþ 07ð Þ þ 1:6e� 02ð ÞP
Silicone oil
 46.9
 71.3
 1
1:15eþ 08ð Þ � 1:2e� 01ð ÞP
1
9:43eþ 07ð Þ þ 2:8e� 01ð ÞP
TABLE 2

Main specifications.
Specification
 Value
Nominal power
 12 W
Rated current
 661 mA
Rated speed
 7740 rpm
Rated torque
 11.9 mN m
Phase resistance
 12.4 ohm
FIGURE 2

The BLDC motor (a) and its simplified model (b).



giving a speed of 6,000 rpm). Hence,
for Newtonian fluids whose viscous
stresses are linearly proportional to
strain rate, we can obtain the viscous
load function as equation (9) with a
basic knowledge of fluid mechanics
by separating the rotor surface into
the disk and flank (White, 2011).

Mv ¼ πR4
i μω
B

þ 4πR3
i Lμω
C

¼ kμω ð9Þ

whereMv denotes the viscous dragmo-
ment on the rotor and k is a constant
related to the motor geometry. This
function shows a linear relationship
between viscous torque and the dy-
namic viscosity μ by regarding the
rotor speedω as constant. Substituting
the corresponding viscosity depen-
dence into equation (9), we can then
obtain viscous moment correlation
for hydraulic oil and silicone oil as

Mv ¼ kωμ0 exp
P

AT þ BTP

� �
ð10Þ

where the relevant parameters are listed
in Table 1.

Consequently, once we obtain the
geometry parameter k by measuring
viscous moment in a known condi-
tion, we can use equation (10) to cal-
culate the viscous torque in various
environments given the actual working
temperature and pressure values. In
our study, the results for a velocity of
2,000 rpm are listed in Table 3.

We can see that the potential vis-
cous load torque increases sharply
when the temperature is low or the
pressure is high if we fill the motor
with hydraulic oil, and the low temper-
ature seems to have the worst impact
on the start-up process. The silicone
oil, however, seems to have much less
impact on the motor output.
Experimental Setup
and Method
Experimental Setup

An experimental rig was designed
to simulate the deep sea environment.
The whole test rig consisted of three
parts: a high-pressure reservoir, a tem-
perature regulationmodule, and a con-
trol and data acquisition unit (Figure 3a).
The main structural features of the test
rig are presented in Figure 3b.

Pressure of up to 60 MPa in the
test apparatus was supplied by a high-
pressure test pump. The temperature
regulation system mainly comprised
a commercial recirculating cooler, a
cooling jacket, and a special thermo-
couple that penetrated into the pressure
reservoir. The cooler pumps recirculate
water into the cooling jacket and re-
ceive it at the outlet, making the fast-
flowing water transfer heat between
the pressure reservoir and cooling
water. By comparing the set tempera-
ture and the monitored temperature
from thermocouple, the recirculating
cooler finally regulated the inner water
temperature in a closed-loop manner
to an accuracy of ±0.2°C.

The BLDCmotor was encapsulated
in an oil-filled vessel that was located in
March/A
the high-pressure reservoir. A rubber
sleeve in the oil-filled vessel and two
groups of holes distributed around
the metallic housing (as shown in Fig-
ure 3b) ensured the pressure balance.
The oil-filled vessel was filled carefully,
and the motor was kept running long
enough to remove all air bubbles in the
motor. Two surface-mounted thermal
resistors attached to the motor housing
surface were used to measure the oil
temperature, by which we could guar-
antee that the motor ran in the ex-
pected temperature condition.

The motor and its driver were
supplied by a 24-V regulated power
supply. The motor speed was set by a
virtual control panel on a PC, which
also recorded the electric current and
temperature values synchronously.
Both of the current and temperature
values acquired by the driver board
were calibrated, apart from a few un-
avoidable measurement errors.
Method
To have an intuitive understanding

of the viscous torque caused by the oil
in a deep sea environment and to verify
the estimated approach introduced
above, the motor was set to operate
TABLE 3

Calculated results of initial viscous moment at 2,000 rpm.
Condition
 In Hydraulic Oil (mN m)
pril 2016 Vol
In Silicone Oil (mN m)
25°C and 0 MPa (tested)
 17.32
 20.21
25°C and 20 MPa
 32.55
 24.13
25°C and 40 MPa
 43.63
 29.04
25°C and 60 MPa
 51.67
 35.23
2°C and 0 MPa
 58.29
 26.59
2°C and 20 MPa
 91.02
 32.48
2°C and 40 MPa
 142.59
 38.85
2°C and 60 MPa
 221.05
 45.63
The torque calculated here is the viscous drag torque at the starting stage that neglects temperature rising.
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in different conditions. The power of
the motor without oil and load was
first measured at room temperature
(25°C) and atmospheric pressure.
The vessel was then successively filled
with two kinds of oils, and a constant
temperature environment was provided.
For each kind of oil, the experiments
were divided into two groups: one at
25°C and the other at 2°C. Both exper-
iments were undertaken in the same
pressure series to study the influence
of different depths.
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According to the energy conser-
vation principle, the input electrical
power is converted into mechanical
power Pme with associated joule power
loss Pj and iron loss Pir.

Pel ¼ Pme þ Pir þ Pj ð11Þ

Because the motor runs with no exter-
nal load, the mechanical power Pme is
replaced by Pv, which can be rewritten
in detail as

UI ¼ ωMv þ Pir þ I 2R: ð12Þ
l

The joule power loss depends
on the winding R and input current,
while mechanical power Pme is related
to the angular velocity and torque ex-
erted on the rotor. Previous literature
has indicated that the iron loss becomes
larger with deterioration of the mag-
netic property caused by mechanical
stress (Fujisaki et al., 2007; Fujisaki
& Satoh, 2004; Takahashi & Miyagi,
2011). However, from a different
perspective, the iron loss increased
by the compressive stress is relatively
small (about 1 W/kg with a stress
of 100 MPa and a flux density of
0.5 T) compared with the other terms
(Takahashi & Miyagi, 2011). So we
regarded the iron loss term as a con-
stant (0.3 W) during experimental data
processing. By subtracting Pir and Pj,
we could determine Mv, which indi-
cates the viscous term.

As discussed in the Analysis and
Modeling section, the viscous drag
torque depends on the inner geometry
of the motor, velocity, and oil viscos-
ity. Because the viscosity is closely re-
lated to the temperature and the heat
produced by the motor varies with
the operating condition, the calcu-
lation of the real-time viscous drag
torque is then complicated. To sim-
plify the analysis, all viscous torque
results from our calculation focused
only on the starting stages, while the
experimental results provided both
initial and steady state data. The fol-
lowing assumptions were made in
this study.
1. In the starting stage, the oil tem-

perature stayed constant, and the
oil temperature in the motor was
regarded as uniform.

2. The influence of pressure and
temperature on the motor ’ s
magnetic material was neglected
compared with that of the com-
pensating oil.
FIGURE 3

Experimental apparatus. (a) Low-temperature and high-pressure environment. (b) Inner schematic
of the high-pressure reservoir.



Results and Discussion
The viscous drag moment de-

creases as the motor temperature rises
after start-up, and then it reaches
a steady value when the motor is in
thermal equilibrium. What we are
concerned about is the initial viscous
torque that influences motor’s start-
up performance and the steady viscous
power loss that matters in the continu-
ous operation. The following results of
the experiments revealed the influence
of both temperature and pressure
on the oil-filled BLDC motor and
highlighted the importance of analyz-
ing the properties of compensating oil.

Start-Up Performance
The influence of pressure on the

motor filled with two kinds of oil is
shown in Figure 4. As predicted by
the calculation, the viscous torque at
the starting stage increased gradually
in both cases as the pressure climbed.
It is noteworthy that, when the
motor was compensated in hydraulic
oil, part of the difference between
tested result and calculated value at
60 MPa is due to the power limita-
tion of the motor. At this condition,
the motor could not provide large
enough torque to overcome the in-
creased viscous drag moment if it
were set to run at a faster speed, and
it would have a problem at start-up if
it were connected to an extra load.
Benefiting from low sensitivity to pres-
sure, the power margin of the motor in
silicone oil was larger compared with
that in hydraulic oil. Nevertheless,
the problem still exists when the pres-
sure continues to increase if we do
not analyze the potential viscous load
beforehand.

The viscous drag influenced by low
temperature was so significant that the
motor would actually not be able to
run to the set speed immediately as
in normal environment. As shown in
Figure 5, the current data recorded in
the first 2 min after giving the motor
a step velocity signal confirm the exis-
tence of deterioration in the transient
process.

From the current responses in the
first 20 s, as shown in Figures 5a and
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5b, we can see how the pressure and
temperature (especially the tempera-
ture) deteriorate the motor’s start-up
performance. In the case of hydraulic
oil at 2°C, as a result of the influence
of low temperature on viscosity,
the motor had almost reached the
locked rotor current at the pressure
of 20 MPa. The time of overcurrent
lasted longer to allow the motor to
overcome the heavy viscous torque
after pressurizing to 60 MPa. The
current stayed above its rated value
for almost 1 min and then dropped
below this value as the oil temperature
rose. For all three low-temperature ex-
periments, the motor consumed much
more current than when it was run-
ning at room temperature, until the
inner oil temperature reached a stable
level. As can be foreseen, such over-
current will easily cause damage to
the electronic components and the
motor windings, particularly in the
intermittent operation mode.

The silicone oil fared better because
of its low sensitivity to temperature. It
could successfully start up even at 2°C
and high pressure of up to 60 MPa.
Moreover, the current curve shows
that the initial viscous moment was
much less that it could reduce the
possibility of malfunction during
start-up. However, the differences of
the steady current values in the two
cases are not that apparent.

Figure 5c shows the velocity and
temperature details of the motor filled
with hydraulic oil after it was started.
It can be seen that the motor failed to
accelerate immediately to its set speed
due to the heavy viscous load and
almost stalled. Benefitting from the
heat produced by itself, the motor
then slowly speeded up to overcome
the velocity-dependent viscous drag
moment. This resulted in a rapid cur-
rent decrease when the motor reached
FIGURE 4

Comparison between experimental and calculated results of viscous torque when compensated
with hydraulic oil and silicone oil at room temperature.
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the set speed because the viscous mo-
ment did not increase anymore.

Viscous Power Loss
The results of the steady viscous

power loss Pme are presented in Fig-
ure 6. According to equation (10),
the steady viscous loss should increase
exponentially with the pressure, but
these data showed a linear trend. This
can mainly be ascribed to the different
final oil temperature, which offsets
part of the loss. The significant dif-
ferences between the results at 25°C
and 2°C show that ambient tempera-
ture also had a remarkable impact on
motor efficiency. Specifically, when
the motor was filled with hydraulic
oil, the loss in the low-temperature
condition would increase by 70%
and 57% at 40 and 60 MPa, respec-
tively, compared with those measured
at room temperature. Moreover, it has
almost reached its rated power at 2°C
and 60MPa in this case. This indicates
that the motor’s speed will decrease or
simply fail when driving a load. On the
other hand, the steady power loss for
the silicone oil case is only slightly
lower. With the motor running, the
rising temperature did not reduce
distinct viscous torque as it did in hy-
draulic oil. The steady viscous loss was
about 7.6 W at the worst condition.
Consequently, the low temperature
and high pressure directly led to a scar-
city of the available output torque and
a low efficiency.

Lower Viscosity Silicone Oil
To reduce power dissipation and

prevent excessive overcurrent, one sim-
ple way is to replace the thick oil with a
low-viscosity oil that has good fluidity,
even in the deep sea environment. Be-
cause silicone oil has a wide range
of viscosity options and its viscosity-
temperature coefficient is low, we
FIGURE 5

Current variation comparison between 25°C and 2°C when giving a step speed signal of 2,000 rpm.
(a) Hydraulic oil. (b) Silicone oil. (c) Speed and current versus time when the motor was running in
hydraulic oil at the experimental condition of 2°C and 60 MPa.



used silicone oil of 5 cSt (5 mm2/s
at 25°C and atmospheric pressure) as
a demonstrative case in our study.
Table 4 shows the steady viscous
power loss of the motor in the three
cases.

In addition, by benefiting from the
low viscosity at different conditions,
the viscous moments in Figure 7 indi-
cate a significant improvement in effi-
ciency as well as a reduction in the
possibility of stalling. Thus, by ana-
lyzing the viscous drag model and the
properties of different oils, we can
determine how the oil-filled actuator
will behave and eventually implement
an efficient and reliable design.
Conclusion
In this paper, we investigated the

influence of both the temperature
March/A
and pressure on an oil-filled BLDC
motor by the viscous drag model
and an experimental rig that can
simulate the deep sea environment.
Exper iments va l idated that the
pressure and temperature had a
marked effect on the power loss and
dynamic performance of the oil-
filled motor.

Two typical types of oils (hydrau-
lic oil and silicone oil) were used
in our study. From the two groups
of experiments, the steady power
loss increased as the pressure climbed
or temperature dropped. In addi-
tion, the temperature had a dramatic
effect on the start-up performance
if the motor is filled with hydraulic
oil. When the ambient temperature
was low (2°C), the viscosity of the
hydraulic oil (ISO VG 22) increased
sharply, which overloaded the motor,
and the resulting overcurrent lasted
until the temperature rose. The sili-
cone oil performed much better
because of its low temperature sensi-
tivity. The results highlight the im-
portance of analyzing the properties
of compensating oil and indicate
that the temperature and pressure
should both be taken into consider-
ation when using a compensating oil
in the drive system designed for the
deep sea.

In addition to the experimental
work that was conducted, a semi-
experimental method to calculate the
potential starting torque was advanced,
the results of which agreed well with
the experimental results. By deter-
mining the viscous loss in an ordinary
environment, we can then obtain the
potential viscous torque using equa-
tion (10) at specified conditions. Al-
though our test object in this study
was a BLDC motor, the method can
be applied to other rotating electrical
machines.
FIGURE 6

Viscous power loss at different conditions when filled with (a) hydraulic oil and (b) silicone oil at a
speed of 2,000 rpm.
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If you don’t work for an employer, please identify your business: ___________________________________________________

If military, rank: _________________________________________________________________________________________

Your principal job
function/responsibilities:

Your job title: Check areas of interest:

Four easy ways to join!
Mail: Send application with check or credit card info to:

Marine Technology Society/1100 H Street NW, Suite LL-100/Washington, DC 20005
Fax: Fax application to: 202-347-4302 (credit card payments only)
Online: Apply online at www.mtsociety.org
Phone: Contact us at: 202-717-8705

MEMBERSHIP AND JOURNAL PAYMENT
Payment Method: n Check Enclosed CK#____________ n Master Card n Visa n Diners Club n Am Ex
Make checks payable to the Marine Technology Society (U.S. funds only)

Card #: __________________________________________________________ Expiration Date: ________________________

Signature: ________________________________________________________ Date: _________________________________

TOTAL PAYMENT:

Membership: $_____________

Journal: $_____________

TOTAL: $_____________

__Ocean Economic Potential
__Ocean Exploration
__Ocean Observing Systems
__Ocean Pollution
__Oceanographic 
    Instrumentaion
__Offshore Structures
__Physical Oceanography &
    Meteorology
__Remote Sensing
__Remotely Operated Vehicles
__Renewable Energy
__Ropes & Tension Members
__Seafloor Engineering
__Underwater Imaging
__Unmanned Maritime 
    Vehicles
__Other (please specify)
_______________________

__Arctic Technology
__Buoy Technology
__Cables & Connectors
__Deepwater Field
    Development
__Diving
__Dynamic Postioning
__Manned Underwater
    Vehicles
__Marine Archaeology
__Marine Education
__Marine Geodetic
    Information Systems
__Marine Law & Policy
__Marine Materials
__Marine Mineral Resources
__Marine Security
__Moorings

__Engineering Management
__Science Management
__Sales
__Marketing
__Administration
__Policy Making, Regulatory
__Public Affairs
__Engineering Design
__Mechanical Engineering
__Software Engineering
__Education/Teaching
__Legal
__Consulting
__Retired
__Other (please specify)
_______________________

__President/CEO/COO
__Owner/Partner
__VP, Senior Manager
__Project Manager,
    Engineering
__Project Manager, Other
__Corporate VP, Engineering
__Engineering Director
__Chief/Senior Engineer
__Chief/Senior Scientist
__Project Manager
__Engineer
__Operations VP
__Scientist
__Other (please specify)
_______________________

CVV Number (Required): ______________ (Visa, MasterCard and Discover Card — The three digit number is located to the right of the regular number on the back 
of the card. American Express Card — the four digit number is located on the front of the card in either the upper-left or upper-right side of the regular number.)



C ORP OR AT E MEMBE RS
ABCO Subsea, Houston, Texas 

AMETEK Sea Connect Products, Inc., Westerly,  

 Rhode Island

Bibby Subsea, Houston, Texas 

BMT Scientific Marine Services Inc., Houston, Texas 

C-MAR Group, Houston, Texas

Compass Publications, Inc., Arlington, Virginia

DeepSea Technologies, Inc., Houston, Texas

Deloitte & Touche, LLP, Houston, Texas 

Delta SubSea, LLC, Montgomery, Texas 

DNV GL, Houston, Texas 

DOF Subsea  USA, Inc., Houston, Texas

EMAS AMC, Houston, Texas

Fluor Offshore Solutions, Sugar Land, Texas

Forum Energy Technologies, Houston, Texas

Fugro Chance, Inc., Lafayette, Louisiana

Fugro Pelagos, Inc., San Diego, California

Fugro USA, Houston, Texas 

Geospace Offshore Cables, Houston, Texas

GE Energy Power Conversion, Houston, Texas 

Harris Corporation, Melbourne, Florida

Hydroid, LLC, Pocasset, Massachusetts

Innerspace Corporation, Covina, California

InterMoor, Inc., Houston, Texas

INTECSEA, Houston, Texas

Klein Marine Systems, Inc., Salem, New Hampshire 

Kongsberg Maritime, Inc., Houston, Texas

L-3 MariPro, Goleta, California

Lockheed Martin Sippican, Marion, Massachusetts

MacArtney, Inc., Houston, Texas 

Marine Cybernetics AS, Trondheim, Norway

Mitsui Engineering and Shipbuilding Co. Ltd., Tokyo, 

 Japan

Oceaneering Advanced Technologies, Hanover, Maryland

Oceaneering International, Inc., Houston, Texas

OceanWorks International, Houston, Texas

Oil States Industries, Inc., Arlington, Texas

Phoenix International Holdings, Inc., Largo, Maryland

Quest Offshore Resources, Sugar Land, Texas

Saipem America Inc., Houston, Texas

SBM Offshore, Houston, Texas

Schilling Robotics, LLC, Davis, California

Schottel, Inc., Houma, Louisiana 

SEACON, El Cajon, California

Sebastion AS, Ulsteinvik, Norway 

SonTek/YSI Inc., San Diego, California

South Bay Cable Corp., Idyllwild, California

Southwest Electronic Energy Group, Stafford, Texas 

Stress Engineering Services, Inc., Houston, Texas

Technip, Houston, Texas

Teledyne Marine Systems, North Falmouth, Massachusetts 

Teledyne Oil & Gas, Daytona Beach, Florida 

Teledyne RD Instruments, Inc., Poway, California

Universal Pegasus International, Houston, Texas 

Vencore, Inc., Stennis Space Center, Mississippi

Wartsila Corporation, Houston, Texas 

Whitefield Plastics, Houston, Texas 

Wood Group Kenny, Inc., Houston, Texas

Wood Group Mustang, Houston, Texas 

BUSINE S S MEMBE RS
Ashtead Technology Offshore, Inc., Houston, Texas

ASV, LLC, Broussard, Louisiana 

Atlantis Deep Sea Ltd, Valletta, Malta 

Baker Marine Solutions, Mandeville, Louisiana

Bastion Technologies, Inc., Houston, Texas

BioSonics, Inc., Seattle, Washington

Blade Offshore Services Ltd., Gosforth, Newcastle 

 upon Tyne, UK 

Braemar Engineering, Houston, Texas 

CARIS, Alexandria, Virginia

C-LARs LLC, Bryan, Texas

DeepSea Power and Light, San Diego, California

Deepwater Rental and Supply, New Iberia, Louisiana

DPI Pte Ltd., Singapore

Energy Sales, Redmond, Washington 

Falmat, Inc., San Marcos, California

GAMbIT Marine Solutions, Alexandria, Virginia 

Global Marine Consultants and Surveyors, Ltd, 

 Alexandria, West Dunbartonshire, UK 

GMC Inc., Houston, Texas 

GRI Simulations Inc., Mount Pearl, Newfoundland 

 and Labrador, Canada 

Horizon Marine, Inc., Marion, Massachusetts

INSPIRE Environmental, Newport, Rhode Island 

Kongsberg Maritime Contros/Embient, Kiel, Germany

Laser Tools Co., Inc., Little Rock, Arkansas

Liquid Robotics, Sunnyvale, California

London Offshore Consultants, Inc., Houston, Texas 

M3 Marine Expertise Pte Ltd., Singapore 

Mactech Offshore, Inc., Broussard, Louisiana 

Makai Ocean Engineering, Inc., Kailua, Hawaii

Maritime Assurance & Consulting Ltd., Aberdeen, 

 United Kingdom

Mirage Subsea Inc., Houston, Texas

North Pacific Crane Company, Seattle, Washington 

Offshore Analysis & Research Solutions (OARS), LLC,

 Austin, Texas 

Poseidon Offshore Mining, Oslo, Norway

QPS, Portsmouth, New Hampshire

Remote Ocean Systems, Inc., San Diego, California

Rowe Technologies Inc., Poway, California

SeaLandAire Technologies, Inc., Jackson, Mississippi

Sonardyne, Inc., Houston, Texas

Soundnine, Inc., Redmond, WA 

Sound Ocean Systems, Inc., Redmond, Washington

Stress Engineering Services, Inc., Houston, Texas

SURF Subsea, Inc., Magnolia, Texas

TALON Technical Sales, Inc., Houston, Texas

Technology Systems Corporation, Palm City, Florida

Teledyne SeaBotix, San Diego, California 

Tension Member Technology, Huntington Beach, 

 California

Triton Submarines LLC, Vero Beach, Florida

Ultra Deep, LLC, Houston, Texas

Unitech International, Houston, Texas 

VideoRay, LLC, Pottstown, Pennsylvania

INS T I T U T ION A L MEMBE RS
City of St. John’s, Newfoundland and Labrador, Canada

CLS America, Inc., Largo, Maryland

Consortium for Ocean Leadership, Washington, DC

Department of Business, Tourism, Culture and 

 Rural  Development, St. John’s, Newfoundland 

 and Labrador, Canada

Fundação Homem do Mar, Rio de Janeiro, Brazil

Harbor Branch Oceanographic Institute, Fort Pierce, 

 Florida

International Seabed Authority, Kingston, Jamaica

Jeju Sea Grant Center, Jeju-City, South Korea 

Marine Institute, Newfoundland and Labrador, Canada 

Matthew Fontaine Maury Oceanographic Library, 

 NAVOCEANO, Stennis Space Center, Mississippi 

Monterey Bay Aquarium Research Institute, Moss Landing, 

 California

Metanomy, Inc, 501(c)(3), Saint Petersburg, Florida 

NOAA/PMEL, Seattle, Washington 

OceanGate, Inc., Everett, Washington 

Oregon State University College of Oceanic and 

Atmospheric Sciences, Corvalis, Oregon

Schmidt Ocean Institute, Lake Forest Park, Washington 

Stockton University, Port Republic, New Jersey 

University of Massachusetts–Dartmouth, New Bedford, 

 Massachusetts

The Marine Technology Society gratefully acknowledges the critical support of the Corporate, Business, and Institutional members listed.
Member organizations have aided the Society substantially in attaining its objectives since its inception in 1963.

Marine Technology Society Member Organizations
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